Establishment and Validation of a Predictive Model for Post-Treatment Anxiety Based on Patient Attributes and Pre-Treatment Anxiety Scores
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Objective: In this study, we aim to establish and evaluate a predictive model for post-treatment anxiety state based on basic patient attributes and pre-treatment SAS scores, with the expectation that this model will guide clinical precision intervention.

Methods: Data were collected from 606 patients with breast cancer who underwent surgery at our hospital between January 1, 2015 and December 30, 2018 and 144 newly diagnosed patients with breast cancer who were admitted between June 1, 2019 and December 30, 2019, for a total of 750 patients with breast cancer. The relationship between SAS_A scores and prognosis was verified by analyzing patient baseline characteristics, follow-up data, pre-treatment self-rating anxiety scale (SAS) scores, and SAS_A scores in follow-up period after the end of treatment. A risk prediction model was developed in view of the SAS_A scores, which was then screened, validated, and simplified by scoring, with a nomogram plotted.

Results: The SAS_A score can be utilized to differentiate prognosis. In K-M analysis, the high SAS_A score group had a significantly poorer progression-free survival rate than the low score group, p-value < 0.0001. Through model feature selection and clinical analysis, all variables were finally incorporated to establish a predictive model with a ROC AUC of 0.721 (0.637–0.805) for the validation set and external data, and an AUC of 0.810 (0.719–0.902) for external data, demonstrating good predictive performance. Calibration curves and probability distribution maps were constructed. DCA and CIC analyses demonstrated that model intervention could boost clinical benefits more effectively than intervention for all patients.

Conclusion: Using a predictive model to guide clinical management for anxiety in breast cancer patients is feasible, but additional research is required.
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Introduction
Breast cancer is the most prevalent cancer in women and one of the primary causes of female cancer-related mortality.1,2 During diagnosis and treatment, patients with tumor may suffer negative emotions to varied degrees,3 particularly patients with breast cancer, of whom 15% to 54% experience negative emotions,4 such as anxiety and depression.5,6 A recent meta-analysis showed that the prevalence of anxiety amongst breast cancer patients could reach 41.9%.7 Anxiety significantly influences a patient’s physiological and psychological functioning, treatment compliance and quality of life, and are significantly associated with cancer recurrence and all-cause mortality,8,9 as an independent prognostic factor.8 With the growth of the biopsychosocial medical model, the influence of unfavorable emotional aspects on the diagnosis, treatment, and prognosis of patients with cancer, particularly patients with breast cancer, has become a medical priority.10,11 Diverse intervention strategies can assist patients with breast cancer in adjusting their mental state in order to adhere to therapy.
more effectively. 12, 13 Despite this, it is challenging to perform psychological intervention for all the patients with breast cancer because it requires a substantial amount of people and financial resources. Therefore, it is essential to effectively and precisely screen patients requiring therapies, a topic worthy of clinical investigation.

Materials and Methods

Research Objects

Data were obtained from 606 patients with breast cancer who underwent surgery in our hospital between January 1, 2015 and December 30, 2018, and from 144 newly diagnosed patients with breast cancer between June 1, 2019 and December 31, 2019, with 750 newly diagnosed patients with breast cancer in two data queues included in the study. Inclusion criteria: ① Surgical patients diagnosed pathologically with breast cancer; ② Patients who did not receive other treatments before surgery (Did not receive any treatment related to breast cancer before surgery, including but not limited to neoadjuvant therapy, traditional Chinese medicine treatment, etc which means that the pathological results of surgical treatment are the basis for diagnosis); ③ Patients over 18 years old; ④ Patients with a Karnofsky Performance Status score > 70 points; ⑤ Patients with intact cognitive ability and understanding; ⑥ Patients expressing informed consent to this study; ⑦ Patients with complete medical records and follow-up data. Exclusion criteria: ① Patients with metastases in other parts or organs or with an expected survival period of less than 6 months; ② Patients with other tumors or a history of other tumors; ③ Patients complicated with serious heart, liver, or kidney diseases; ④ Breastfeeding or pregnant women, ⑤ patients receiving neo-adjuvant therapy.

Observational Indicators

Patient baseline characteristics and follow-up data were retrieved from the medical record data system of the hospital. Data were collected including patient admission number (ID), age (years), income, surgical method, TNM staging, marital status, family support, educational level, religious views, prognostic markers, and follow-up duration. Income was divided into high (≥ 4000 Y/month) and low (< 4000 Y/month). The surgical methods were categorized as modified radical mastectomy and breast-conserving therapy. TNM staging was classified based on the NCCN 2014 guidelines. Marital status consisted of married people and single people (including divorced and widowed). Family support included good and general support (self-reported by patients). Religious beliefs comprised of yes and no responses. The Self-Rating Anxiety Scale (SAS) was used to measure the SAS score at admission and the SAS_A score in the post-treatment follow-up phase. The prognostic factors were statistics of disease progression events including visceral metastasis, local recurrence, and regional lymph node metastasis. Patients were contacted by telephone for follow-up and their hospitalization and outpatient visit records were reviewed, with a median follow-up period of 24 months [12–36].

Statistical Methods

R 4.0.2 software was utilized for both statistical analysis and visualization. The Student’s t-test or Wilcoxon rank-sum test of continuous variables was employed to compare clinical features between groups. A chi-squared test or Fisher’s exact test (as appropriate) was used to for categorical variables to plot the Kaplan-Meier survival curve and ROC curve. Logistic regression was used in univariate and multivariate regression analyses, to confirm the association between SAS_A and prognostic outcome. AIC information criterion, BIC information criterion, cross-validated Lasso regression, elastic net, random forest, and so on were chosen for screening the model variables. The model was evaluated using the consistency index (C-index), the area under the receiver operating characteristic curve (AUC), and ROC and calibration curves plotted. The difference between several models was evaluated by Net Reclassification Index (NRI). The clinical advantage of the nomogram was determined by using decision curve analysis (DCA) and clinical impact curve, (CIC). P < 0.05 indicates statistical significance.
Results
Data Queue
A total of 750 patients were included in this study, who were separated into two data queues, A and B. Data queue A consisted of 606 patients who underwent surgery at our hospital between January 1, 2015 and December 30, 2018, and were randomly divided into training and validation groups in a ratio of 3:2. Data queue B comprised the 144 newly diagnosed patients with breast cancer who underwent surgery at our hospital between June 1, 2019 and December 30, 2019, which served as external data. The two datasets were collected by independent teams with a six-month time interval (Supplementary Table 1). The indicators were classified based on whether disease progression occurred, and an intergroup analysis of the indicators in different datasets revealed that the overall data characteristics were comparable between different datasets (see Table 1).

SAS, SAS_A, and Disease Progression Events During Follow-Up
In relevant studies, patients with breast cancer and negative emotions have a poorer prognosis, and more than half of the patients with breast cancer with recurrence and metastases feel negative emotions. In this investigation, there was a statistically significant difference between the SAS and SAS_A scores of the two groups with or without disease progression (p < 0.0001). The ROC curve showed that SAS_A could be used to effectively distinguish disease progression events, with a ROC AUC of 0.684 (95% CI: 0.627–0.742, p-value < 0.0001) and a cutoff value of 53 in this study. K-M analysis based on the SAS A cutoff value found a difference between the high and low SAS A groups, with a p-value < 0.00001 and a median PFS in the Log rank test. The low score group versus high score group was 50 months vs 17 months, with an HR (low vs high score group) of 0.25 (0.16–0.40), indicating a 75% relative risk reduction. SAS_A was separated into high and low score groups based on the cutoff value, and the number of patients with disease progression in different score group revealed a clustering pattern. In the trend analysis of changes between SAS and SAS_A, it was determined that not all patients exhibited a corresponding upward trend, but various trends were observed (see Figure 1). Based on the above analysis, screening patients with high SAS_A scores cannot be rated just by SAS; rather, multiple factors should be considered when intervening with patients with high SAS_A scores. By reducing the SAS_A scores of these patients, it is feasible to improve their prognosis.

Establishment of SAS_A Grouping Prediction Model
SAS A refers to the SAS score assessed during follow-up period after treatment and concerns disease progression. Previous studies have demonstrated that multidisciplinary continuous care can reduce negative emotions and lower SAS_A scores in patients. By decreasing SAS_A scores following intervention, it is possible to improve disease progression events. To accurately select patients requiring intervention, reduce their negative emotions, and enhance their prognosis, while avoiding unnecessary large-scale interventions that may impose an additional burden on patients and waste medical resources, an effective predictive model should be established. From the training set, multiple approaches were selected for model training. Using univariate analysis of the included variables, income, marital status, family, surgical method, and preoperative SAS score were revealed as independent predictive factors. These independent predictive factors were included in the multivariate analysis, which revealed that SAS and family remained statistically significant after correlation of several other factors. Model 1 was established by including SAS and family status. Random forest analysis revealed that both SAS and income had significant weights, with imp values of 31.274 and 21.59, respectively. Model 2 was created by including SAS and income. The variables were screened by stepwise regression (backward method) to determine SAS and family status. Using Lasso regression analysis, 10-fold cross-repeated sampling was conducted to estimate SAS and family status. Through analysis, using the optimal subset approach, the two components—SAS and family status—were identified. Through analysis, it was determined that various strategies emphasized SAS, income, and family status. To further compare the differences between them, we established model 3 including SAS, family, and income, while model 4 includes all factors (Figure 2).
Table 1: Full Data Set, Training Set, Validation Set and External Data List

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall, N = 750&lt;sup&gt;1&lt;/sup&gt;</th>
<th>No events, N = 581&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Events, N = 169&lt;sup&gt;1&lt;/sup&gt;</th>
<th>p-value&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Overall, N = 385&lt;sup&gt;1&lt;/sup&gt;</th>
<th>No events, N = 306&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Events, N = 79&lt;sup&gt;1&lt;/sup&gt;</th>
<th>p-value&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Overall, N = 221&lt;sup&gt;1&lt;/sup&gt;</th>
<th>No events, N = 173&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Events, N = 48&lt;sup&gt;1&lt;/sup&gt;</th>
<th>p-value&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Overall, N = 144&lt;sup&gt;1&lt;/sup&gt;</th>
<th>No events, N = 102&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Events, N = 42&lt;sup&gt;1&lt;/sup&gt;</th>
<th>p-value&lt;sup&gt;2&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, Mean(SD)</td>
<td>62.9(7.6)</td>
<td>63.2(6.8)</td>
<td>61.6(9.9)</td>
<td>0.9</td>
<td>62.6(7.8)</td>
<td>62.9(7.0)</td>
<td>61.5(10.3)</td>
<td>0.9</td>
<td>62.6(7.5)</td>
<td>63.2(6.4)</td>
<td>60.7(10.3)</td>
<td>&gt;0.9</td>
<td>63.9(7.1)</td>
<td>64.4(6.3)</td>
<td>62.7(8.6)</td>
<td>0.4</td>
</tr>
<tr>
<td>Income, n(%)</td>
<td>394(53%)</td>
<td>328(56%)</td>
<td>66(39%)</td>
<td>&lt;0.001</td>
<td>208(54%)</td>
<td>176(58%)</td>
<td>32(41%)</td>
<td>0.007</td>
<td>115(52%)</td>
<td>101(58%)</td>
<td>14(29%)</td>
<td>0.3</td>
<td>71(49%)</td>
<td>51(50%)</td>
<td>20(48%)</td>
<td>0.8</td>
</tr>
<tr>
<td>Operation, n(%)</td>
<td>356(47%)</td>
<td>253(44%)</td>
<td>103(61%)</td>
<td>0.10</td>
<td>177(46%)</td>
<td>130(42%)</td>
<td>47(59%)</td>
<td>0.31</td>
<td>106(48%)</td>
<td>72(42%)</td>
<td>34(71%)</td>
<td>0.5</td>
<td>73(51%)</td>
<td>51(50%)</td>
<td>22(52%)</td>
<td>0.5</td>
</tr>
<tr>
<td>TNM, n(%)</td>
<td>420(56%)</td>
<td>316(54%)</td>
<td>104(62%)</td>
<td>0.003</td>
<td>212(55%)</td>
<td>160(52%)</td>
<td>52(66%)</td>
<td>0.2</td>
<td>129(58%)</td>
<td>98(57%)</td>
<td>31(65%)</td>
<td>0.001</td>
<td>79(55%)</td>
<td>58(57%)</td>
<td>21(50%)</td>
<td>0.023</td>
</tr>
<tr>
<td>Marital, n(%)</td>
<td>620(83%)</td>
<td>508(87%)</td>
<td>112(66%)</td>
<td>&lt;0.001</td>
<td>322(84%)</td>
<td>271(89%)</td>
<td>51(66%)</td>
<td>&lt;0.001</td>
<td>130(59%)</td>
<td>92(53%)</td>
<td>38(79%)</td>
<td>0.011</td>
<td>86(60%)</td>
<td>59(58%)</td>
<td>27(64%)</td>
<td>0.5</td>
</tr>
<tr>
<td>Religion, n(%)</td>
<td>128(17%)</td>
<td>80(14%)</td>
<td>48(28%)</td>
<td>&lt;0.001</td>
<td>71(18%)</td>
<td>44(14%)</td>
<td>27(34%)</td>
<td>&lt;0.001</td>
<td>34(15%)</td>
<td>21(12%)</td>
<td>13(27%)</td>
<td>0.009</td>
<td>23(16%)</td>
<td>15(15%)</td>
<td>8(19%)</td>
<td>0.7</td>
</tr>
<tr>
<td>SAS, Mean(SD)</td>
<td>654(87%)</td>
<td>505(87%)</td>
<td>149(88%)</td>
<td>0.7</td>
<td>331(86%)</td>
<td>263(86%)</td>
<td>68(86%)</td>
<td>&gt;0.9</td>
<td>197(89%)</td>
<td>153(88%)</td>
<td>44(92%)</td>
<td>0.5</td>
<td>126(88%)</td>
<td>89(87%)</td>
<td>37(88%)</td>
<td>0.9</td>
</tr>
<tr>
<td>Education, n(%)</td>
<td>622(83%)</td>
<td>501(86%)</td>
<td>121(72%)</td>
<td>&lt;0.001</td>
<td>314(82%)</td>
<td>262(86%)</td>
<td>52(66%)</td>
<td>&lt;0.001</td>
<td>187(85%)</td>
<td>152(88%)</td>
<td>35(73%)</td>
<td>&lt;0.001</td>
<td>121(84%)</td>
<td>87(85%)</td>
<td>34(81%)</td>
<td>0.7</td>
</tr>
<tr>
<td>Follow-up time,</td>
<td>334(45%)</td>
<td>281(48%)</td>
<td>53(31%)</td>
<td>&lt;0.001</td>
<td>172(45%)</td>
<td>147(48%)</td>
<td>25(32%)</td>
<td>&lt;0.001</td>
<td>100(45%)</td>
<td>89(51%)</td>
<td>11(23%)</td>
<td>&lt;0.001</td>
<td>62(43%)</td>
<td>45(44%)</td>
<td>17(40%)</td>
<td>0.7</td>
</tr>
<tr>
<td>SAS_A, Mean(SD)</td>
<td>416(55%)</td>
<td>300(52%)</td>
<td>116(69%)</td>
<td>&lt;0.001</td>
<td>213(55%)</td>
<td>159(52%)</td>
<td>54(68%)</td>
<td>&lt;0.001</td>
<td>121(55%)</td>
<td>84(49%)</td>
<td>37(77%)</td>
<td>&lt;0.001</td>
<td>82(57%)</td>
<td>57(56%)</td>
<td>25(60%)</td>
<td>0.7</td>
</tr>
</tbody>
</table>
| Notes: Bold text means P < 0.05. 1Mean(SD) or Median(IQR) or Frequency(%). 2Wilcoxon rank sum test; Pearson's Chi-squared test.
Model Validation and Comparison

ROC curves were produced in the training and validation sets in order to observe the AUC values of the four models in different datasets. In the training set, the AUC was 0.665 (0.592–0.738) for model 1, 0.645 (0.567–0.723) for model 2, 0.668 (0.592–0.743) for model 3, and 0.696 (0.624–0.767) for model 4. In the validation set, the AUC was 0.654 (0.559–0.748) for model 1, 0.667 (0.584–0.770) for model 2, 0.673 (0.580–0.767) for model 3, and 0.712 (0.624–0.800) for model 4. Regardless of the validation set or the training set, the AUC gradually increased from model 1 to model 2. As the model complexity increased and more variables were included, the stability of the models in predicting performance was further compared, with calibration curves plotted. After comparing the C-index, Dxy index, Brier index, and $R^2$, models 1 and 2 with lower efficiency were excluded (Figure 3). Model 3 and model 4 were placed in the training set, validation set, and external dataset respectively to compare NRI. In the training set, the NRI between model 3 and model 4 was 0.0892 (−0.0351–0.2134), $p = 0.15947$. In the validation set, the NRI between model 3 and model 4 was 0.1529 (−0.0301–0.3359), $p = 0.10142$. In the external dataset, the NRI between model 3 and model 4 was 0.1529 (−0.0301–0.3359), $p = 0.10142$. Calibration curve verification was performed for model 3 and model 4, and ROC curves were plotted in the external dataset (Figure 4).

Model Simplification and Visualization

After comparative analysis, model 4, which included all variables, was ultimately chosen. Model 4 possessed a high level of prediction accuracy and stability but was complex and comprised of numerous variables. To further simplify the model for clinical use, we tried to transform it into a score table In to the analysis of the relationship between variables and outcomes in the data (Supplementary Figure 1), stage values were divided according to the curve smoothness, with SAS score divided into [19,23], [23,32], [32,37], [37,42], [42,49], [49,57], [57,67], [67,75], and other factors were categorical variables. The factors were incorporated into the regression model for analysis, and

---

**Figure 1**  SAS and SAS_A scores demonstrated statistically significant differences between the two groups with and without disease progression ($p < 0.0001$) (A and B). ROC curve indicated that SAS_A could be used to differentiate disease progression events, with AUC = 0.684, 95% CI:0.627–0.742, $p$-value < 0.0001, cutoff value 53 (C). K-Ms survival study revealed a difference between the high and low SAS_A groups, with Log rank test $p$-value < 0.0001, median PFS: 50 months versus 17 months for the low and high score groups, HR (low versus high score groups):0.25 (0.16–0.60), relative risk reduction 75% (D). In the two groups with or without disease progression, there was a link between treatment SAS and SAS_A, but the correlation law was different (E), and the variation trend was inconsistent between SAS and SAS_A of patients (F).
ROC curves were plotted (see Appendix Figure ATT). The scores for various steps were obtained by score conversion (see Table 2), a new model was developed by summarizing the scores, and ROC curves were plotted in the training set, validation set, and external dataset. The results showed that the AUC was 0.689 (0.618–0.760) in the training set, 0.721 (0.637–0.805) in the validation set, and 0.810 (0.719–0.902) in the external dataset, indicating good predictive efficiency. Calibration curves were plotted, and distribution diagrams were finally plotted to verify the model. The calibration curve indicated that the model was predictively effective, and the distribution diagram demonstrated that the probability of high SAS_A scores rose with increasing scores. A nomogram was plotted to visualize the model (Figure 5).

**Decision Curve Analysis (DCA) and Clinical Impact Curve (CIC)**

The decision curve analysis (DCA) curve was plotted, finding that model 3 and model 4 curves were both above the benefit curve when everyone was intervened, indicating that intervention of patients with high-risk using the model could result in good clinical benefits. The two curves of model 3 and model 4 were intertwined and nearly coincident, and both had positive clinical outcomes. We further investigated the clinical impact curve (CIC) transformed into model 4 scores to evaluate clinical benefits, and the curve revealed that as projected risk increased, the two curves gradually intersected. As the anticipated risk rises, anxiety grows. By setting a suitable cutoff value, it is possible to prevent the waste of medical resources caused by excessive medical treatment (Figure 5).
In the training set, the area under the ROCA curve (AUC) was 0.665 (0.592–0.738) for model 1, 0.645 (0.567–0.723) for model 2, 0.668 (0.592–0.743) for model 3, and 0.696 (0.624–0.767) for model 4. In the verification set, the area under the ROCA curve (AUC) was 0.654 (0.559–0.748) for model 1, 0.667 (0.584–0.770) for model 2, 0.673 (0.589–0.767) for model 3, and 0.712 (0.624–0.800) (A and F) for model 4. The calibration curve (B-J) was plotted to compare C index, Dxy index, Brier index, $R^2$ of different models in the training set and test set.

Figure 3 In the training set, the area under the ROCA curve (AUC) was 0.665 (0.592–0.738) for model 1, 0.645 (0.567–0.723) for model 2, 0.668 (0.592–0.743) for model 3, and 0.696 (0.624–0.767) for model 4. In the verification set, the area under the ROCA curve (AUC) was 0.654 (0.559–0.748) for model 1, 0.667 (0.584–0.770) for model 2, 0.673 (0.589–0.767) for model 3, and 0.712 (0.624–0.800) (A and F) for model 4. The calibration curve (B-J) was plotted to compare C index, Dxy index, Brier index, $R^2$ (K) of different models in the training set and test set.
Breast cancer is both one of the most prevalent types of cancer and the top cause of mortality among women. From the 2018 WHO statistics, breast cancer has a 11.6% incidence among all cancer types and accounts for 6.5% of global mortality.

Previous meta-analysis results indicated that the prevalence of depression and anxiety in patients with breast cancer was as high as 32.2% and 41.9%, respectively, and that the mortality risk of patients with breast cancer complicated when depression increased by 18–30%.

Depression is an independent predictor of poor breast cancer prognosis, although the results of investigations on patients with breast cancer suffering from anxiety are inconsistent. Shim et al suggested that anxiety was a predictor of all-cause death from breast cancer, and hypothesized that depression

---

**Table 2** A Score Table for Different Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Classification Score</th>
<th>Variable</th>
<th>Classification Score</th>
<th>Variable</th>
<th>Classification Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAS</td>
<td>[19,23] 2</td>
<td>Age</td>
<td>[35,49] 2</td>
<td>Marital</td>
<td>No 2</td>
</tr>
<tr>
<td></td>
<td>[23,32] 1.3</td>
<td></td>
<td>[49,57] 1.1</td>
<td></td>
<td>Yes 1.5</td>
</tr>
<tr>
<td></td>
<td>[32,37] 2.2</td>
<td></td>
<td>[57,67] 2</td>
<td>Family</td>
<td>No 2</td>
</tr>
<tr>
<td></td>
<td>[37,42] 1.7</td>
<td></td>
<td>[67,75] 1.9</td>
<td></td>
<td>Yes 1.5</td>
</tr>
<tr>
<td></td>
<td>[42,49] 1.8</td>
<td>Operation</td>
<td>MRM 2</td>
<td>Education</td>
<td>LOW 2</td>
</tr>
<tr>
<td></td>
<td>[49,58] 1.9</td>
<td></td>
<td>CBP 1.6</td>
<td></td>
<td>HIGH 1.2</td>
</tr>
<tr>
<td>Income</td>
<td>LOW 2</td>
<td>TNM</td>
<td>I–II 2</td>
<td>Religion</td>
<td>No 2</td>
</tr>
<tr>
<td></td>
<td>HIGH 2.8</td>
<td></td>
<td>III 2.1</td>
<td></td>
<td>Yes 1.6</td>
</tr>
</tbody>
</table>

---

**Figure 4** NRI of model 3 and model 4 was compared in the training set, test set and external dataset respectively. In the training set, the NRI between model 3 and model 4 was 0.0892 (−0.0351–0.2134), p = 0.15947. In the verification set, the NRI between model 3 and model 4 was 0.1529 (−0.0301–0.3359), p = 0.10142. In the external dataset, the NRI between model 3 and model 4 was 0.1529 (−0.0301–0.3359), p = 0.10142. In the external dataset, the NRI between model 3 and model 4 was 0.5368 (0.2899–0.7837), p < 0.001 (A–C). Calibration curve verification was performed for model 3 and model 4 in external datasets (D and E). The ROC curve (F) was plotted in the external dataset.

**Discussion**

Breast cancer is both one of the most prevalent types of cancer and the top cause of mortality among women. From the 2018 WHO statistics, breast cancer has a 11.6% incidence among all cancer types and accounts for 6.5% of global mortality. Previous meta-analysis results indicated that the prevalence of depression and anxiety in patients with breast cancer was as high as 32.2% and 41.9%, respectively, and that the mortality risk of patients with breast cancer complicated when depression increased by 18–30%. Depression is an independent predictor of poor breast cancer prognosis, although the results of investigations on patients with breast cancer suffering from anxiety are inconsistent. Shim et al suggested that anxiety was a predictor of all-cause death from breast cancer, and hypothesized that depression
Figure 5 ROC was performed in training set, verification set and external data through score model after variable score conversion, and the results showed AUC 0.689 (0.618–0.760) in training set, AUC 0.721 (0.637–0.805) in verification set and AUC 0.810 (0.719–0.902) in external data. Calibration curves (D-F) were plotted for the training set, test set and external data, respectively, and the distribution map was finally plotted for verification (G). The model was visualized by plotting nomogram (H). DCA curve found that model 3 and model 4 curves were both above the benefit curve with everyone intervened, which indicated that intervention of patients who are at high-risk by using the model could yield good clinical benefits. The two curves of model 3 and model 4 intertwined with each other and almost coincided, both of which yielded good clinical benefits (I). The CIC curve showed that as the predicted risk increased, the two curves gradually intersected, with predicted risks increasing and more anxiety state appearing (J).
and anxiety disorders were connected with increased mortality [hazard ratio (HR) 1.26, 95% CI 1.18–1.36; HR 1.14, 95% CI 1.08–1.22, respectively] and their co-occurrence further increased risk (HR = 1.38, 95% CI 1.24–1.54). Groenvold et al observed that anxiety was correlated with relapse-free survival, but not with overall survival, implying that an absence of anxiety is associated with a longer relapse-free survival. This study also discovered that patients with lower anxiety levels had a longer progression-free event, with a median of 50 versus 17 months, HR (low versus high): 0.25 (0.16–0.40), and a 75% reduction in relative risk compared to patients with higher anxiety scores. Several studies have demonstrated that this anxious status can be relieved through active intervention, thereby improving the prognosis of patients. However, the SAS score at admission and the SAS_A score throughout the post-treatment follow-up period are not identical. In the study, we discovered that the SAS score of some patients increased following treatment, while the SAS score of others declined. We hypothesized that, based solely on the SAS score at admission, it is impossible to predict whether patients will continue to experience anxiety after therapy. We attempted to develop a prediction model to determine if patients will continue to experience anxiety following treatment, and to provide direction for precise action, resulting in improved clinical outcomes.

There may be a link between anxiety and the immune system, and patients with breast cancer are especially susceptible to such a situation. However, further research indicates that positive psychological intervention might help alleviate anxiety, such as the development of a multidisciplinary continuous care model. A significant effect of the psycho-education intervention was found to reduce anxiety and depressive symptoms in women with breast cancer. Which is included in the multidisciplinary continuous care mode. Because there are such effective intervention means, how to maximize its role, while avoiding the waste of human and material resources, is very important. In this study, we sought to improve incorporating clinically accessible markers into the pre-treatment SAS score, thereby improving the ability to predict the anxiety state of patients after the conclusion of treatment. Variables such as age, income, marital status, family, surgical method, religion, and education were included, which were screened using various procedures. A range of statistical techniques centered on the two variables of income and family, which may have something to do with China’s healthcare model. The pressure of cost, desire and anxiety about family support were analyzed using the ROC curve; the prediction efficiency ranged from 0.665 (0.592–0.738) when SAS and income were included, 0.645 (0.567–0.723) when family and SAS were included, 0.668 (0.592–0.743) when SAS, income, and family were included, and 0.696 (0.624–0.767) when all variables were included. The same pattern was found in the verification set. Although the addition of all variables increased the model’s complexity, it might also improve the prediction efficiency. We further compared the differences between the models by using NRI, which is a very effective measurement for evaluating the improvement in prediction performance achieved by adding markers to a set of baseline predictors. In our subsequent model comparison, we compared the differences between each model individually. Although the NRI in the training set and the test set indicated that the fully inclusive model produced a higher NRI than the model that only included income and family, no statistically significant difference was discovered. In the external data verification, the fully included model was superior to other models, with an NRI of 0.5368 (0.2899–0.7837), p-value < 0.0001. Considering that the fully included model can increase the model prediction efficiency and forecast the outcome more precisely with little data, we opted for the fully included model. Although this choice is inconsistent with the standard practice for models produced by statistical approaches, our team believes this option is better suitable for clinical application.

After confirming the model, we investigated ways to further simplify it for clinical use without affecting its predicted accuracy or stability. We separated continuous variables into intervals according to the variance zones of distinct variables and assigned values to each interval using regression analysis. The final total score was verified in the training set, verification set, and external data. We found that the result was AUC 0.689 (0.618–0.760) in the training set, AUC 0.721 (0.637–0.805) in the verification set and AUC 0.810 (0.719–0.902) in the external data, demonstrating good predictive efficiency. Each patient was then scored after converting the values into scores. Based on the overall score, the chance of an anxious state after treatment can be estimated to guide clinical practice. Although we have reached some conclusions during the establishment and validation of the model, the overall prediction efficiency is not very high. This may be because patient prognosis is not determined by a single factor, but by a combination of factors, and that negative emotions include not only anxiety, but also depression, fear, and so on. Moreover, unknown interactions may exist between them. However, there are few studies on the prediction of anxiety, therefore we intend to establish a foundation for future studies. The predictive model jointly produced by multiple indicators has been widely implemented in clinical practice, and nomograms are regarded as simpler and more
accurate for clinical evaluation, allowing us to broaden our perspective and make better clinical decisions.\textsuperscript{24,25} We plotted a nomogram to show the research results and drew the DCA and CIC curves to further evaluate the clinical relevance of the model. By combining DCA and CIC studies, we could more accurately predict the cutoff value of the predicted risk, which could be used to guide the follow-up clinical study and provide relevant intervention to patients, thereby maximizing the overall clinical benefit to patients and minimizing the waste of medical resources. The actual clinical efficacy of this model requires further investigation.

**Conclusion**

Based on the retrospective study data, we further explored the correlation between negative emotions and disease progression and confirmed that negative emotions affected patient prognosis. In addition, a regression model was developed, and a nomogram was created to facilitate clinical decision-making. It is hopeful that further discussions can be made through large-scale clinical observation.
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