Artificial Intelligence Chatbots and Emergency Medical Services: Perspectives on the Implications of Generative AI in Prehospital Care
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As with most other health-care industries, Emergency Medical Services (EMS) is likely to experience transformative changes due to the rapid advancements in artificial intelligence (AI), such as OpenAI’s ChatGPT. These large conversational language models allow users to ask questions and receive answers from AI using everyday speech.¹ Two components of programs like ChatGPT are generative AI and natural language processing (NLP), which have the potential to reshape EMS clinical practice and education – creating novel avenues for clinicians, educators, and administrators to redefine the landscape of EMS. Generative AI refers to a branch of AI that focuses on creating new content by learning patterns from training data. NLP, however, involves the ability of AI systems to understand and process human language, enabling greater efficiency in data entry, documentation, and real-time decision support.² AI is not only becoming a topic of immense public interest but also one of unforeseeable risk, which is prompting regulatory scrutiny and controversial debates.³ In this short commentary, we aim to preliminarily explore some profound implications of AI advancements on EMS systems and practice.

The integration of generative AI into prehospital clinical practice holds immense promise for enhancing diagnostic capabilities, as the incorporation of NLP algorithms provides EMS clinicians with access to a vast repository of evidence-based guidelines.⁴ OpenAI’s comprehensive medical knowledge database is further evidenced by its demonstrated capacity to pass several medical licensing exams.⁵ AI might be supportive in clinical decision-making and point of care triage assistance. Box 1 depicts a sample prehospital treatment using ChatGPT for a fictional case of a 47-year-old female patient with symptomatic bradycardia.

Immersive training simulations, enhanced through generative AI, can create dynamic virtual environments that closely replicate real-life emergency scenarios, especially in high-risk, low-occurrence (HALO) cases. These simulations offer educators and learners unparalleled opportunities to cultivate critical thinking skills, refine decision-making abilities, and enhance clinical competencies through experiential learning. NLP-powered interactive virtual assistants in EMS education also open doors to a new era of personalized learning. These intelligent companions could provide real-time guidance and feedback, addressing learner queries and fostering active engagement and knowledge retention.

A major cause for concern, however, includes “hallucinations”, in which AI convincingly generates inappropriate or inaccurate responses. A 2023 study that assessed ChatGPT’s abilities to provide cardiovascular disease prevention recommendations found that 18% of responses were flagged as inappropriate for a specific patient.⁶ Additionally, it has been seen
that the AI chatbot, will at times, continue to affirm false statements or cite research that does not exist even when questioned further.¹ In the scenario featured in Box 1, ChatGPT erroneously recommends administration of 0.5 mg of atropine for bradycardia, whereas the AHA has recommended a dose of 1 mg since 2020.⁸ This rather small error, however, demonstrates how infrequent information program updates can have a significant impact on evidence-based patient care.

Addressing inherent biases within AI algorithms is equally critical. Rigorous evaluation, iterative improvements, and ongoing monitoring are imperative to mitigate biases and ensure equitable health-care outcomes for all patients. As of late, there have been ongoing conversations on which regulatory authorities will ultimately oversee the use of AI in patient care.⁹ Furthermore, as technology advances, preserving essential human connection within EMS remains pivotal. Compassion and empathy integral to EMS care must harmonize with technological advancements. In situations where a provider’s clinical judgment disagrees with recommendations provided by AI, current tort law dictates that providers should default to the standard of care.¹⁰
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2. Notes: Adapted from OpenAI. GPT-3.5. Available from: chat.openai.com/⁴

3. Box 1 Question and Answer Response Using OpenAI GPT-3.5 for a Fictional Prehospital Scenario

| [Question] | I am a paramedic. Create a prehospital patient care plan for a 47 year old female patient presenting with chest pain and symptomatic sinus bradycardia. Vital signs are BP 90/42, SPO2: 92%, HR: 44, RR: 22”. |
| [Answer] | “As a paramedic, it is important to prioritize the care of a patient presenting with chest pain and symptomatic sinus bradycardia. Based on the provided vital signs, here’s a prehospital patient care plan for a 47-year-old female patient:

1. Primary Assessment:
   - Ensure scene safety and universal precautions.
   - Assess the patient’s airway, breathing, and circulation (ABCs).
   - Provide supplemental oxygen via a nasal cannula or non-rebreather mask to maintain oxygen saturation above 94%.
   - Initiate cardiac monitoring to continuously monitor the patient’s heart rate and rhythm.

2. Establish IV Access:
   - Establish intravenous (IV) access with a large-bore catheter (eg, 18 gauges) for fluid administration and medication delivery.

3. Cardiac Monitoring:
   - Continuously monitor the patient’s cardiac rhythm.
   - Assess the 12-lead ECG to identify any ST-segment changes or signs of acute coronary syndrome.

4. Administer Medications:
   - If the patient is symptomatic from bradycardia, administer atropine 0.5 mg IV bolus, repeated every 3–5 min up to a total dose of 3 mg, as per local protocols.
   - Consider contacting medical control for further guidance on pharmacological interventions, such as transcutaneous pacing or additional medication administration (eg, epinephrine infusion or dopamine infusion).

5. Intravenous Fluid Administration:
   - Administer a fluid bolus (eg, normal saline) if the patient is hypotensive (systolic blood pressure less than 90 mmHg) or shows signs of poor perfusion.

6. Pain Management:
   - Administer appropriate analgesia, such as intravenous morphine or fentanyl, to relieve the patient’s pain and reduce anxiety.

7. Reassess Vital Signs and Symptoms:
   - Regularly reassess the patient’s vital signs, cardiac rhythm, and level of pain.
   - Monitor the patient’s oxygen saturation and provide supplemental oxygen as needed to maintain saturation above 94%.

8. Transport:
   - Prepare the patient for immediate transport to the nearest appropriate cardiac facility capable of providing definitive care.
   - Consider requesting a medical intercept with an advanced life support (ALS) unit if available.

9. Continual Monitoring and Support:
   - Continuously monitor the patient’s vital signs, cardiac rhythm, and oxygen saturation during transport.
   - Provide ongoing reassurance and emotional support to the patient.

Remember, this care plan should be adjusted based on local protocols, medical director’s guidance, and the specific needs of the patient. Effective communication with the receiving hospital and early activation of the appropriate cardiac care team are crucial for timely intervention and optimal patient outcomes.”

Notes: Adapted from OpenAI. GPT-3.5. Available from: chat.openai.com/⁴
The interface between human providers and machine learning tools facilitated through NLP and Generative AI presents as interesting areas of research, given the recent advancements in open-source programs in conjunction with wider availability of large EMS datasets. While AI tools integrating NLP and generative AI are still far from being suitable for use as a tool in clinical care, we can expect to see the private sector expanding the inclusion of these open-source technologies into EMS device research and development with future models that are trained on clinically relevant and up-to-date data sets. AI features have become increasingly available on many mainstream email and word processors. EMS ePCR systems in particular might be an area where NLP and generative AI will prove helpful. AI chatbots are also currently useful for educators as a tool for generating personalized educational materials.

Generative AI and NLP advancements present an exciting frontier for EMS clinical practice and education. As clinicians, educators, and researchers within the EMS community, it is our collective responsibility to actively engage in the discourse surrounding these technologies. By embracing the potential of generative AI and NLP while navigating ethical considerations and integration challenges driven by research, we have the tools to revolutionize the delivery of prehospital emergency care.
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