Does a Code for Acute Myocardial Infarction Mean the Same in All Norwegian Hospitals? A Likelihood Approach to a Medical Record Review
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Objective: Health registries are important data sources for epidemiology, quality monitoring, and improvement. Acute myocardial infarction (AMI) is a common, serious condition. Little is known about variation in the positive predictive value (PPV) of a coded AMI diagnosis and its association with hospital quality indicators. The present study aimed to investigate the relationship between PPV and registry-based 30-day mortality after AMI admission and between-hospital variation in PPV.

Study Design and Setting: An electronic record review was performed in a nationwide sample of Norwegian hospitals. Clinical signs and cardiac troponin measurements were abstracted and analyzed using a mixture model for likelihood ratios and parametric bootstrapping.

Results: The overall PPV was estimated to be 97%. We found no statistically significant association between hospital PPV and the classification of hospitals into low, intermediate, and high registry-based 30-day mortality. There was significant variation between hospitals, with a PPV range of 91–100%.

Conclusion: We found no evidence that variation in PPV of AMI diagnosis can explain variation between hospitals in registry-based 30-day mortality after admission. However, PPV varied significantly between hospitals. We were able to use a very efficient statistical approach to the analysis and handling of various sources of uncertainty.
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Introduction

Acute myocardial infarction (AMI) is a serious condition with high short-term mortality and a high rate of subsequent disability among survivors. Hospital administrative databases are important sources for the study of AMI epidemiology as well as for quality monitoring and improvement. The probability of death within 30 days after hospital admission (here denoted 30D), based on coded diagnosis in electronic registries, has been used as a quality indicator for hospitals. Routine publication of quality indicators can potentially be used for quality improvement. To be useful, the indicators must be valid in the sense of having negligible bias and unobserved confounding. We may distinguish between two sources of bias when comparing hospitals: first, variation in diagnostic or coding practice, resulting in different medical conditions in the data from different hospitals; second, variation in disease severity, which cannot be controlled for by case mix adjustment. Although 30D is in routine use as a quality indicator in Norway and elsewhere, criticisms have been raised. Addressing these issues is important to further the use of 30D in health system governance and clinical quality improvement.

The diagnosis of AMI rests on patient history, clinical information such as electrocardiography (ECG) abnormalities and the presence of chest pain, as well as biochemical markers. Cardiac troponins (cTns) are proteins that form parts of the heart muscle tissue (myocardium) and are released when heart tissue is damaged. For an overview of the diagnosis of AMI and the use of cTn, see e.g. A loss of oxygen supply to the heart (ischemia) is necessary for AMI diagnosis. Type 2 AMI is defined as ischemia caused by acute conditions other than acute coronary atherothrombosis. Nonischemic myocardial injury may
result in elevated cTn and must be distinguished from Type 2 AMI.\textsuperscript{11,12} The proportion of Type 2 among AMI cases varies widely between studies.\textsuperscript{13}

The positive predictive value (PPV) of a coded AMI diagnosis from administrative health registries has been studied by several authors.\textsuperscript{14–20} Two systematic reviews\textsuperscript{21,22} reported PPVs greater than 93% in the majority of studies and a range of 70–100%. We know of only one study on the variation in PPV.\textsuperscript{23} For definite or probable AMI, the authors found significant differences in PPV between four communities of residence, ranging from 71% to 78%.

Many validation and PPV studies rely on establishing a gold standard by expert judgment and consensus. This introduces an element of subjectivity and lack of transparency and reproducibility. Arguably, the interpretation of clinical laboratory data in isolation is primarily a statistical decision problem. Classification rules based on likelihood ratios (LRs) are known to have strong optimality properties.\textsuperscript{24} Likelihood data for categorical clinical signs are easily derived from data on sensitivity and specificity.

Two types of cardiac troponin are used for the routine evaluation of suspected AMI: troponin T (cTnT) and troponin I (cTnI). Additionally, several assays are used for the analysis of troponins in clinical care. There is variation between types and assays, and there is a lack of standardization that makes direct comparison difficult.\textsuperscript{25} In a statistical model for cTn, the null distribution, that is, the probability distribution of cTn measurements taken from a reference population known not to have AMI, must be known.

Study Objectives

The background for the present study is a validation project aimed at investigating the properties of 30-day mortality after AMI, based on coded diagnosis in electronic registries (30D), as a quality indicator for hospitals. A set of clinical observations as well as cTn measurements were obtained from record review in a sample of hospitals. No similarly detailed data from a known healthy or other non-AMI population were available. We were interested in the variation in diagnostic and coding practice, particularly the PPV of an AMI diagnosis, as recorded in hospitals’ administrative systems.

The aims of the present paper are to

1. Study variation between hospitals in PPV.
2. Investigate whether differences in hospital registry-based 30D can be explained by differences in PPV.
3. Describe a statistical approach for analyzing medical records with discrete, continuous, and correlated serial data types, as well as uncertainties in external data.

Note that we do not intend to study any causal relationship or other association between the PPV in a hospital and the true mortality of a patient with AMI admitted to that hospital. These are, at least in principle, two independent quantities. Additionally, we do not a priori make assumptions about the accuracy of 30D as an estimate of the true mortality.

Materials and Methods

Patient administrative data from all Norwegian general hospitals for admissions in the period 2002–2009 were retrieved using an in-house system. Records were matched across hospitals using the unique Norwegian person identification number and date of death retrieved from the National Registry, where applicable. The underlying population consists of patients with an emergency hospital admission and ICD-10 categories I21.0–9 as the primary or secondary diagnosis. The risk-adjusted 30-day in-and-out-of-hospital mortality probability per hospital was computed as described elsewhere.\textsuperscript{26} The hospitals were eventually classified as low, intermediate, or high 30D hospitals. These categories are denoted L30D, M30D, and H30D, respectively. In the first stage, hospitals were drawn randomly in these categories, constrained by requiring balance between the Norwegian hospital regions and between hospital types: local and intermediate size hospitals as well as regional referral hospitals. Only general hospitals with at least 250 cases in the period were included. Within each hospital, patients with an AMI admission in the period 2007–2009 were sampled within patient strata, defined by admission year and case severity in three levels: (i) survived 30 days after admission, with length of stay not exceeding the median; (ii) survived 30 days with hospital stay greater than the median; and (iii) died within 30 days. For patients with more than one AMI admission, the most recent was chosen. The objective of the stratified sampling of
patients was to maximize statistical power, as PPV could be expected to vary with case severity. The relative stratum sample sizes were chosen accordingly. To estimate the overall PPV for the total population of AMI cases, estimates were first computed for each patient stratum separately and aggregated using a weighted mean, with the proportions of the strata in the population as weights. Records were reviewed following a detailed manual and using structured entry forms by experienced medical record abstracters. They were given initial training and were followed up throughout the process. Each record required approximately one hour of abstraction time. The presence or absence of clinical signs and examination results, as well as laboratory results, were registered as “present/not present” if mention was found in the records and as “not recorded” otherwise. Records for transferred patients were reviewed at the initially admitting hospital. Further details of patient sampling and medical record abstraction have been described previously.27

A small double abstraction substudy was performed, where a reduced item set was recorded by an abstractor not otherwise engaged in the AMI study. Fifty records were drawn randomly from a single hospital.

**Observation Model**

Three categories were used for clinical signs: recorded as present, recorded as absent, and not recorded.

Let \( X, Y \) denote observed and true indicator variables, respectively, where \( Y \) takes the values 0 (denoting sign absent) and 1 (denoting present) and \( X \) takes the additional value \( \omega \) (denoting sign not recorded). We assume that a sign actually present (or not) had a probability \( q_1 \) (\( q_0 \)) of being recorded. Let \( I=1,2 \) denote the underlying reference non-AMI and AMI populations, respectively. We assume that

\[
\text{Pr}(Y = 1 \mid I = i) = p_i,
\]

\[
\text{Pr}(X = x \mid Y = y, I = i) = \begin{cases} 
q_y & \text{if } x = y, \\
1 - q_y & \text{if } x = \omega.
\end{cases}
\]

Consequently,

\[
\text{Pr}(X = x \mid Y = y, I = i) = \begin{cases} 
p_iq_1 & \text{if } x = 1, \\
(1-p_i)q_0 & \text{if } x = 0, \\
p_i(1-q_1) + (1-p_i)(1-q_0) & \text{if } x = \omega.
\end{cases}
\]

For the likelihood ratio \( L(x) = \text{Pr}(X = x \mid I = 1)/\text{Pr}(X = x \mid I = 2) \), we find

\[
L(1) = \frac{p_1}{p_2},
\]

\[
L(0) = \frac{1-p_1}{1-p_2},
\]

\[
L(\omega) = \frac{p_1(1-q_1)+(1-p_1)(1-q_0)}{p_1(1-q_1)+(1-p_1)(1-q_0)}.
\]

To estimate \( q_0, q_1 \) from the data, we assume that they are constant across questionnaire items (signs). With a slight change of notation, let \( Y_j, p_{1j}, p_{2j} \) denote indicator variable and probabilities for item \( j \), \( N \) the number of questionnaires, and \( \pi_i \) the probability of population \( i \). With \( Z_j \) denoting the number of ones and \( W_j \) denoting the number of zeroes for item \( j \), we see that \( Z_j \sim \text{bin}(n, q_1a_j) \) \( W_j \sim \text{bin}(n, q_0b_j) \) where

\[
a_j = \text{Pr}(Y_j = 1) = \pi_1p_{1j} + (1 - \pi_1)p_{2j},
\]

\[
b_j = \text{Pr}(Y_j = 0) = \pi_1(1-p_{1j}) + (1 - \pi_1)(1-p_{2j}).
\]

Assuming a value for \( \pi_1 \), reasonable estimators for \( q_0, q_1 \) are

\[
\hat{q}_0 = \frac{\sum_j b_j W_j}{N \sum_j b_j}, \quad \hat{q}_1 = \frac{\sum_j a_j Z_j}{N \sum_j a_j}.
\]

Alternatively, if we assume \( q_1 = q_0 = q \), we see that the overall number of zeroes or ones has the binomial distribution with probability parameter \( q \), with the natural estimator

\[
\hat{q} = \frac{1}{N} \sum_j (Z_j + W_j).
\]
Mixture Model

We assume that the data contain an unknown proportion of AMI patients, denoted population 2, as well as non-AMI patients, denoted population 1. The statistical analysis framework is thus that of finite mixture modeling.\(^{28}\)

The data from patient \(k\) are denoted \(X_k\). We assume that our observations are independent and identically distributed with a two-component mixture distribution and that the density of \(X_k\) is

\[
g_k = \pi f^1_k + (1 - \pi) f^2_k, \quad k = 1, \ldots, N,
\]

where \(f^i_k\) is the density of \(X_k\) when patient \(k\) belongs to population \(i=1,2\) and \(N\) is the total number of patients. The proportion of AMI patients \(\pi_2 = 1 - \pi_1\) is the PPV of the AMI diagnosis. We will initially assume that the component densities are known and contain no unknown parameters. The log-likelihood for the complete dataset becomes

\[
L(\pi_1) = \sum_k \log(\pi f^1_k + (1 - \pi) f^2_k) = \text{const} + \sum_k \log(1 + \pi_1(\Lambda_k - 1)),
\]

where \(\Lambda_k = f^1_k / f^2_k\) is the likelihood ratio for the \(k\)-th patient. LRs from different signs and variables were combined by multiplication.

For the case where the population is cross-classified by two factors, the model was extended. With a slight change of notation, we assume that the mixing probability is a constant \(\pi_{ij}\) for each combination of levels \(i, j\) of the first and second factors and that

\[
\log(\pi_{ij}/(1 - \pi_{ij})) = \mu + \alpha_i + \beta_j, \quad i = 1, \ldots, I, \quad j = 1, \ldots, J,
\]

where for identifiability, \(\alpha_1 = \beta_1 = 0\). To account for the stratified sampling plan, we used patient stratum as the first factor.

Likelihood ratios for clinical signs were taken from a systematic review,\(^{29}\) except for chest pain and coronary artery stenoses. For those, we used the DerSimonian–Laird method\(^{30}\) to derive LRs and confidence intervals based on data in the literature.\(^{31-39}\) The LRs used in the analysis are shown in Table 1.

<table>
<thead>
<tr>
<th>Sign</th>
<th>Sign Present</th>
<th>Sign Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest pain</td>
<td>1.7 (1.4, 2.1)</td>
<td>0.43 (0.33, 0.56)</td>
</tr>
<tr>
<td>Nausea</td>
<td>1.7 (1.3, 2.3)</td>
<td>0.80 (0.70, 0.90)</td>
</tr>
<tr>
<td>Diaphoresis</td>
<td>2.1 (1.8, 2.5)</td>
<td>0.70 (0.60, 0.80)</td>
</tr>
<tr>
<td>Systolic blood pressure &lt;100 mm Hg</td>
<td>3.0 (2.0, 6.5)</td>
<td>0.96 (0.90, 1.00)</td>
</tr>
<tr>
<td>ST elevation</td>
<td>22.0 (16.0, 30.0)</td>
<td>0.60 (0.60, 0.60)</td>
</tr>
<tr>
<td>ST depression</td>
<td>4.5 (3.6, 5.6)</td>
<td>0.80 (0.70, 0.90)</td>
</tr>
<tr>
<td>T-wave inversion</td>
<td>2.2 (1.8, 2.6)</td>
<td>0.90 (0.80, 1.00)</td>
</tr>
<tr>
<td>New Q wave</td>
<td>22.0 (7.6, 62.0)</td>
<td>0.80 (0.80, 0.90)</td>
</tr>
<tr>
<td>Bundle branch block</td>
<td>2.4 (0.4, 15.0)</td>
<td>1.00 (0.80, 1.10)</td>
</tr>
<tr>
<td>Normal ECG</td>
<td>0.2 (0.1, 0.3)</td>
<td>1.50 (1.40, 1.60)</td>
</tr>
<tr>
<td>Angina</td>
<td>1.2 (0.9, 1.8)</td>
<td>0.90 (0.80, 1.10)</td>
</tr>
<tr>
<td>Prior myocardial infarction</td>
<td>1.3 (1.0, 1.8)</td>
<td>0.90 (0.80, 1.00)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>0.7 (0.6, 0.9)</td>
<td>1.10 (1.00, 1.20)</td>
</tr>
<tr>
<td>Coronary artery stenoses</td>
<td>7.1 (3.6, 14.0)</td>
<td>0.07 (0.03, 0.16)</td>
</tr>
</tbody>
</table>

Table 1 Likelihood Ratios for Clinical Signs and Findings, with 95% Confidence Intervals
EM Fitting of Models for the Troponin Data

We did not collect data from patients known not to suffer from AMI. The guidelines rely on the general population of healthy subjects as the non-AMI reference population, specifically the upper 99th percentile of cTn concentrations. This is complicated by the fact that reference populations can be, and have been, selected after different criteria with widely different results.\textsuperscript{40,41} In our selected patient population with suspected or confirmed AMI, we may reasonably expect only a negligible proportion of healthy subjects. We therefore chose the general hospitalized patient population as a non-AMI reference.

A distinguishing feature of troponin release due to AMI is that the troponin concentration displays a characteristic pattern of rise and gradual fall. Other causes of troponin release will typically result in cTn concentrations fluctuating around a constant level, although exceptions are known to occur. We fitted a model for the cTn data using fractional polynomials, which can reflect a rise-and-fall pattern in a flexible way.

For the log-transformed observations $X_{kl}$ from patient $k$ at measurement time $s_{kl}$, when belonging to population $i$, the final model was

$$X_{kl} = \alpha^{(i)} + \xi_k + \beta_1^{(i)} \log(s_{kl}) \sqrt{s_{kl}} + \beta_2^{(i)} \sqrt{s_{kl}} + \epsilon_{kl},$$

(3)

where $\xi_k \sim N(0 | \tau)$ and $\epsilon_{kl} \sim N(0 | \sigma)$ are all independent stochastic variables.

Here, $\alpha_0$ is a constant (common for both models) derived from published parameters for the non-AMI reference population. The EM algorithm was used to fit the model. We only included measurements within 72 hours of admission. Observation series were censored at the time of angiography, where applicable.

Our data included measured concentrations of both troponin types (cTnT and cTnI), as well as different assays. These measurements are not directly comparable. In the following analyses, the original data were standardized to a common standard, high sensitivity cTn (hs-cTnT), by calibration functions. Calibration parameters were found in published studies with samples analyzed by more than one method. The calibration functions were linear on the original or logarithmic scale, with intercepts and slopes shown in Table S2.

Published statistics, such as the median and interquartile range, from various non-AMI populations were used to specify the reference non-AMI population. This was done in two steps: (i) For each study included, a lognormal distribution was fit by least squares, or in the case of histograms, minimum Chi-square. The fitted parameters are shown in Table S1. Calibration to a common standard was first carried out when necessary. These distributions were regarded as components of a mixture. (ii) Eventually, a normal distribution was fitted, with prescribed variance and free mean, to have the best approximation of median and 75%-fractile to the mixture distribution. The fitted mean was used as the reference population value $\alpha_0$ of Equation (3). The fixed variance value was taken, for convenience, from an initial exploratory model for the cTn dataset. Figure S2 shows the various fitted lognormal distributions, together with the resulting non-AMI reference population distribution.

Hypothesis Testing

Assuming Model (2) for stratified samples, we tested the hypothesis of homogeneity across the second factor while controlling for the first:

$$H_0 : \beta_2 = \cdots = \beta_J = 0 \text{ against } H_1 : \beta_j \neq 0, \text{ for at least one } j.$$  

We used a parametric bootstrap test for $H_0$ based on the likelihood ratio test statistic

$$R = 2 \left( \sup_{s \in H_1} L - \sup_{s \in H_0} L \right).$$

To obtain $p$ values, bootstrapping was used with 400 bootstrap replications of the test statistic $R$. The uncertainty in calibration was taken into account by randomly drawing the intercept and slope parameters of the calibration functions and subsequently restandardizing the data for each bootstrapping replication. The parameters of the LR for the cTn data...
in each replication were estimated from parametric bootstrap samples. The LR for each clinical sign was drawn from a (one-dimensional) logit-normal distribution, scaled to have the confidence intervals reported in Table 1 as limits and the point estimates as medians. The dispersion parameter \( \sigma \) of the logit-normal distribution was set to 1.

To address the research objectives, we tested the hypotheses of homogeneity between hospitals as well as between hospital 30D categories, controlling for patient stratum.

**Sensitivity Analyses**

Several analyses of robustness and sensitivity were performed. The bootstrap test was used to test for differences between abstracters, controlling for patient stratum. We also investigated two alternative models for cTn, incorporating the variable “time from symptom onset to admission”, using either the recorded time interval as a categorical explanatory variable or imputed as interval midpoints. Note that this variable could not be used in the main analysis because of a high proportion of missing values.

We repeated the tests with altered datasets: (i) Due to the high frequency of transfers, we considered the possibility that angiography results were inconsistently recorded. We excluded the variable ‘coronary artery stenosis’. (ii) As length of stay may be subject to variation due to hospital policies, introducing differences in allocation to the patient strata, we also repeated the tests after collapsing the two strata with lowest severity. (iii) The tests were also repeated with unequal response probabilities for present and not present signs, estimated by Equation (1). We considered the possibility that our choice of cTn parameters for the reference (non-AMI) population influenced the main analysis unduly. We therefore repeated the tests with three different choices of the fixed mean parameter \( a_0 \): (iv) corresponding to a 99%-fractile of 30 ng/L, which was the standard threshold for an AMI diagnosis in Norway before 2013; (v) with the non-AMI reference mean decreased by one; and (vi) with the non-AMI reference mean increased by one.

For each case of the double abstraction substudy, LRs were computed for the two datasets, and the samples were compared using the Wilcoxon signed rank test.

**Results**

The final dataset included 1146 patients from 12 hospitals, with 544, 518, and 84 patients in the low, intermediate, and high case severity strata, respectively. A flowchart is provided in Figure S1. Patient characteristics for the sample strata are shown in Table 2.

Assuming for simplicity that \( q_1 = q_0 \), we found an estimated common value of 0.799, used in the derivation of LRs.

After censoring, the number of cTn measurements ranged from 1 to 5, with a mean of 2.8. The fitted mean values for cTn are shown in Figure 1.

The overall PPV was 97.1%. Table 3 shows the estimated PPVs for each combination of hospital and case severity, as well as the overall value. The test for homogeneity between hospitals, while controlling for case severity, was significant with a p value of 0.015.

**Table 2 Characteristics of the Study Sample After Hospital 30D Category**

<table>
<thead>
<tr>
<th></th>
<th>L30D</th>
<th>M30D</th>
<th>H30D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>71 (59–81)</td>
<td>74 (61–83)</td>
<td>73 (61–84)</td>
</tr>
<tr>
<td>Length of stay (days)</td>
<td>5.7 (3.8–10.4)</td>
<td>6.1 (4.1–11.3)</td>
<td>5.2 (3.4–8)</td>
</tr>
<tr>
<td>Females (%)</td>
<td>38</td>
<td>41</td>
<td>36</td>
</tr>
<tr>
<td>Transfers (%)</td>
<td>24</td>
<td>57</td>
<td>55</td>
</tr>
<tr>
<td>ST-elevation (%)</td>
<td>40</td>
<td>35</td>
<td>36</td>
</tr>
<tr>
<td>Previous coronary artery disease (%)</td>
<td>20</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>In-hospital death (%)</td>
<td>5.3</td>
<td>6.4</td>
<td>7.2</td>
</tr>
</tbody>
</table>

**Note:** Entries are percentages for categorical variables, median and interquartile range for continuous variables.
Table 4 shows the estimated PPVs for each combination of hospital 30D category and case severity, as well as the overall PPVs. The test for homogeneity between 30D categories, while controlling for case severity, was not significant, with a p value of 0.38. Note that the table does not give any indication of a possible monotone relationship between the 30D category and PPV, which would be the most plausible alternative to homogeneity.

Sensitivity Analyses
There was no significant difference between the abstracters using the bootstrap test (p value 0.76). As shown in Figure S3, the estimated mean cTn-values did not change materially when the time from symptom onset was included in the model. The estimates $\hat{q}_0, \hat{q}_1$ given by (1) were 0.57 and 0.91, respectively. The results of the other sensitivity analyses are shown in Table 5. The results for testing homogeneity between hospital 30D categories did not change,
whereas the inhomogeneity between hospitals became nonsignificant if the reference value for cTn was set to a low value. In particular, this applied to the conventional decision limit for cTn. Additionally, the double abstraction substudy showed no significant difference (p value 0.062).

### Discussion

We analyzed a set of medical record abstracts from a population of patients with a coded diagnosis of AMI taken from a nationally representative sample of hospitals. The data consisted of clinical signs and examination findings as well as serial cTn measurements. Parameters of the distribution of variables from non-AMI and AMI populations were determined from published data and, in the case of cTn measurements for AMI patients, estimated from the data using an EM algorithm. A finite mixture model was used to derive parametric bootstrap tests. We found significant heterogeneity between hospitals, with a PPV range of 91–100%. The test for homogeneity in the proportion of AMI patients between hospitals with low, intermediate, and high registry-based 30-day mortality was nonsignificant, while controlling for case severity stratum.

The variation in hospital PPV and its possible effect on the quality indicator 30-day mortality have not previously been studied, as far as the authors are aware. Our overall PPV estimate is in the upper part of the range reported in the literature. Recent Scandinavian studies show similar results, ranging from 95.1% to 97%. The variation between hospitals may seem small compared with previous findings in the literature. We believe this is a result of the relative homogeneity of the Norwegian public hospital system. It is also a statistical necessity, given the high overall PPV.

Our approach to data abstraction and analysis obviated the need for a more or less subjective assessment of diagnosis as the gold standard. The use of LR$s is a method that is optimal in the sense of statistical power. We were also able to account for the uncertainties due to standardizing measurements of different cTn types and in deriving likelihood ratios for clinical signs. The category “not recorded” for clinical signs was handled explicitly in the model. The hospital sample included local, intermediate and university hospitals from all Norwegian hospital regions. The analysis of variation between hospital 30D categories was robust against sensitivity tests.
For clinical practice, the present study will presumably only be indirectly useful by contributing to the use of quality indicators in quality and patient safety work. However, we think that our model for cTn measurements could profitably be investigated as a starting point for clinical decision rules.

The most critical assumption in our analysis is that the presence or absence of clinical signs and other relevant patient data are ascertained, recorded, and retrieved in a reasonably uniform manner across hospitals. For a hypothetical example, if one hospital only recorded the presence of signs, while another only recorded absence, the PPV estimates would obviously be very different. The records were to a certain degree unstructured, and information was sometimes difficult to locate. We have seen that data from different abstracters varied. However, as they followed a structured record navigation sequence, we think that the consequence was increased variability, which the statistical analysis could accommodate, rather than bias. Double abstraction would reduce the variability in recording but increase the variation between patients due to the eventual halving of the sample size. Note that an alternative study design, with diagnosis adjudicated by experts, would be subject to the same problems. The sensitivity and specificity data were based on data collected in presumably rather diverse settings, and it might be thought that they would not necessarily apply to our study and our choice of non-AMI reference population. However, the parametric bootstrapping, where LRs were drawn randomly for each replication, accommodated this source of uncertainty. The same applies to the standardization of the different types of cTn data. As shown by the sensitivity analysis, the analysis of variation between hospitals was to some extent dependent on the underlying assumptions.

Our data were obtained by a somewhat old medical record review and may not be completely representative of present practice. In particular, the high-sensitivity cTn assays that are used today were only used in a small fraction of cases. We think, however, that the results on differences between hospitals and types of hospitals are still valid. We were not able to investigate the relationship between Type 2 AMI and PPV, as the data were insufficient to distinguish between Type 1 and 2 AMI.

Uniformity in PPV across hospitals or some hospital categories ensures that the population of AMI cases is homogeneous in regard to the main medical condition. To conclude that the diagnosis and coding of AMI is the same across hospitals, the sensitivity would have to be uniform as well. The study design precluded the study of sensitivity. However, this would have been a formidable undertaking, at least with record review by humans as method.

Conclusions
The PPV of a coded diagnosis of AMI is high but somewhat variable between Norwegian hospitals. However, there was no significant variation in PPV between hospital categories with low, intermediate, or high registry-based 30-day mortality. We have presented a statistical approach that may be of wider interest. The concern motivating our study was the validity of registry-based 30-day mortality after admission for AMI as a quality indicator for hospitals. We conclude that the validity is not compromised by differences between hospitals in diagnosis and coding. Further research should aim to investigate potential heterogeneity in case severity.
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