Simple Method to Predict Insulin Resistance in Children Aged 6–12 Years by Using Machine Learning
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Background: Due to the increasing insulin resistance (IR) in childhood, rates of diabetes and cardiovascular disease may rise in the future and seriously threaten the healthy development of children. Finding an easy way to predict IR in children can help pediatricians to identify these children in time and intervene appropriately, which is particularly important for practitioners in primary health care.

Patients and Methods: Seventeen features from 503 children 6–12 years old were collected. We defined IR by HOMA-IR greater than 3.0, thus classifying children with IR and those without IR. Data were preprocessed by multivariate imputation and oversampling to resolve missing values and data imbalances; then, recursive feature elimination was applied to further select features of interest, and 5 machine learning methods—namely, logistic regression (LR), support vector machine (SVM), random forest (RF), extreme gradient boosting (XGBoost), and gradient boosting with categorical features support (CatBoost)—were used for model training. We tested the trained models on an external test set containing information from 133 children, from which performance metrics were extracted and the optimal model was selected.

Results: After feature selection, the numbers of chosen features for the LR, SVM, RF, XGBoost, and CatBoost models were 6, 9, 10, 14, and 6, respectively. Among them, glucose, waist circumference, and age were chosen as predictors by most of the models. Finally, all 5 models achieved good performance on the external test set. Both XGBoost and CatBoost had the same AUC (0.85), which was highest among those of all models. Their accuracy, sensitivity, precision, and F1 scores were also close, but the specificity of XGBoost reached 0.79, which was significantly higher than that of CatBoost, so XGBoost was chosen as the optimal model.

Conclusion: The model developed herein has a good predictive ability for IR in children 6–12 years old and can be clinically applied to help pediatricians identify children with IR in a simple and inexpensive way.
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Introduction

Insulin resistance (IR) refers to the decreased ability of certain organs, including the liver and muscles, to uptake and process glucose under normal doses of insulin. With the increase in obesity rates among children and adolescents, the incidence of IR has also risen considerably. In the early stage of IR, the body can secrete high levels of insulin to maintain the blood glucose balance; however, with the gradual decline in β-cell function, the secretion of insulin eventually decreases, and the speed of this decline can be faster in childhood and adolescence. Since type 2 diabetes mellitus (T2DM) can be regarded as a continuation of IR, and also has the risk of causing other chronic illnesses, proper management of children with IR could delay or stop the development of T2DM, which means that early detection of IR is imperative. In addition, IR has also been shown to be associated with a variety of diseases, such as hypertension and polycystic ovary syndrome. In summary, IR and hyperinsulinemia can cause a homeostasis imbalance and trigger a series of metabolic disorders, which can pose unknown dangers to children’s future healthy growth. Therefore, it is necessary to find a method to predict IR to help pediatricians make proper medical decisions. Using previous risk factors and models to predict metabolic diseases may reduce the accuracy. Therefore, it is
essential to predict children with IR based on new risk factors. Recent studies have confirmed that basic information, daily habits, and blood cells are risk factors for IR and can provide help in predicting the occurrence of IR.8–11

In recent years, advanced technologies guided by artificial intelligence and machine learning (ML) have made computers increasingly intelligent and independent. These technologies are now applied effectively in every step of clinical work, including disease diagnosis, differential diagnosis, personalized treatment, and prognosis.12,13 For example, in oncology, researchers have trained with imaging and blood test data to develop corresponding prediction models, which in turn assist physicians in diagnosing tumors early and making survival predictions.14,15 Several studies have shown that models constructed by applying daily habits, basic information, and some blood tests as features can effectively predict abnormal metabolic states in humans. For example, Kim et al16 applied lifestyle habits and blood tests to predict metabolic syndrome (METS), and similar features have been used to build a predictive model for T2DM.17 All these explorations have achieved good prediction results. However, few studies to date have explored predictive models for IR by using ML in children. Park et al18 and Lee et al both explored the prediction of IR; however, the main populations of these existing investigations were adults or patients with chronic kidney disease, in contrast to the pediatric patients we desired.18,19 In addition, many features were included in these studies, especially some biochemical blood tests, which, on the one hand, are not often performed during routine physical examinations in primary care hospitals as they may increase the expenses of families, and, on the other hand, require fast blood samples, which may be intimidating or aversive for many children. These reasons may hinder the diffusion of these models. Therefore, in this study, we attempted to construct an IR prediction model by applying easily available and child-friendly tests as features to better help pediatricians.

Materials and Methods
Study Participants and Insulin Resistance Definition
In this study, data about children 6–12 years of age were gathered from the China Health and Nutrition Survey (CHNS) database and used as the training set. The CHNS is an international collaborative project between the Carolina Population Center at the University of North Carolina at Chapel Hill and the National Institute for Nutrition and Health (formerly the National Institute of Nutrition and Food Safety) at the Chinese Center for Disease Control and Prevention in which the nutrition and health status of the Chinese population in 15 provinces was monitored from 1989–2015. The CHNS 2009 data contain biomarkers for children, which is important for this study; therefore, these data were used in our analysis. Ultimately, data from a total of 503 eligible children were included in the training set.

In addition, information about children 6–12 years of age between January 2019 and December 2020 was gathered from the Pediatrics Department of Beijing Jishuitan Hospital to be used as the test set. Basic demographic information and blood samples were collected. Ultimately, data were collected on a total of 133 children aged 6–12 years.

The hyperinsulinemic euglycemic clamp is the gold standard for the diagnosis of IR, but it is time-consuming and expensive to apply and sees less clinical application. In addition to this method, researchers have explored other ways to diagnose IR, such as the homeostatic model assessment for insulin resistance (HOMA-IR) and triglyceride–glucose index.20,21 Among these indices, HOMA-IR calculation method is simple, and has a good correlation with the hyperinsulinemic–euglycemic clamp technique and is more widely used in clinical applications. Yin et al22 studied the HOMA-IR cutoff point in Chinese children, in whom the cutoff point for diagnosing IR was defined based on the HOMA-IR distribution in the reference population, and those above the 95th percentile were diagnosed with IR. In this study, the 95th percentile HOMA-IR point for healthy reference children was 3.0; thus, children with a HOMA-IR score of >3.0 were defined as children with IR in this study. The HOMA-IR is calculated as (fasting insulin mU/L) × (fasting glucose mmol/L)/22.5.

Data Preprocessing
The collected data from the CHNS included missing values and outliers. It was important to address this problem. So the following data preprocessing steps were performed. First, the entire row or column was deleted if >50% of the data were missing; then, for the remaining missing values, a multivariate imputation method was employed. For the imputation process, we used the IterativeImputer package in the scikit-learn library in Python (version 3.6). IterativeImputer is executed in an iterative loop: at each step, the element target column is designated as the output y and the other columns
are designated as inputs \( x \). A regressor is used to fit \((x, y)\) on a sample with a known (unmissing) \( y \). This regressor is then used to predict the missing \( y \) values. In finding outliers, continuous variables and categorical variables were approached differently. For continuous variables, we used the standard deviation method, treating data appearing outside the range of 3 standard deviations as outliers. For categorical variables, we treated data that did not conform to the assignment rules as outliers. The outliers were treated as missing values and dealt with accordingly. For missing values and outliers in the external test set, we treated them in the same way as in the training set.

The training set included considerably more children without IR than children with IR. We thought that the imbalance in the numbers of the 2 groups may result in poor performance of the constructed model; therefore, the Synthetic Minority Oversampling Technique (SMOTE) method for oversampling was adopted to balance the data. The basic purpose of the SMOTE algorithm is to analyze the minority samples and synthesize new samples to add to the dataset, which differs from the simple copy strategy of the random oversampling method, effectively avoiding the problem of overfitting.

**Feature Selection**

In the initial selection of features, we reviewed previous studies for risk factors associated with IR. Some basic information, such as body mass index (BMI) and waist circumference, can reflect the fat distribution of children, which is closely related to IR.\(^{23}\) Among daily habits, sleep and exercise were strongly associated with IR.\(^{24,25}\) Regarding blood tests, previous studies have shown that blood cells, including leukocytes (WBC), erythrocytes (RBC), platelets (PLT), and hemoglobin (HGB), are associated with IR.\(^{26–28}\) These are also tests that can be performed in most primary care hospitals during routine physical examinations, and even by using peripheral blood in many places, which is very child-friendly. In addition, there are also some biochemical tests and genetic tests that have been shown to correlate with IR.\(^{29,30}\) However, since these tests are not part of the routine physical examinations for children, they are likely to bring additional costs to families, and too many features would make the model more complex, so we did not choose them in the end so as to keep the model simpler and easier to generalize.

Finally, combining the data provided by the CHNS database, we selected 17 features for the study, including 7 concerning basic information (age, gender, BMI, systolic blood pressure [SBP], diastolic blood pressure [DBP], hip circumference, and waist circumference), 5 about daily habits (sleep duration, outdoor sports activities, outdoor sports activities per week, sports activities in school, and sports activities in school per week), and 5 laboratory tests (WBC, RBC, HGB, PLT, and glucose).

With a limited number of samples, using a large number of features to train a model may lead to prolonged training time and the curse of dimensionality. Additionally, too many features may also lead to overfitting problems, resulting in poor model generalizability. To minimize these effects, feature selection by ML was performed. In this study, we adopted recursive feature elimination (RFE), which is representative of the wrapper method, to perform feature selection. The selection process started with training the estimator with an initial feature set and obtaining the importance weights of the features through the coef_ or feature_importances_ attributes. Subsequently, features were selected by recursively considering smaller and smaller sets of features.

**Model Construction and Test**

Five ML algorithms that are widely used by clinics were trained for model building—namely, logistic regression (LR), support vector machine (SVM), random forest (RF), extreme gradient boosting (XGBoost), and gradient boosting with categorical features support (CatBoost). LR assumes that the data follow the Bernoulli distribution and uses the maximum likelihood function method to estimate the parameters and classify the data. It is widely used in binary classification tasks and is computationally small, fast, and easy to understand and implement. RF is an ensemble algorithm that combines multiple independent weak classifiers and then uses voting or averaging to make the final decision. Since the decision tree nodes can be randomly selected to divide the features, this allows efficient training of the model even when the sample features are of high dimensionality. The basic principle of SVM is to find the hyperplane that can correctly divide the training dataset and produce the largest geometric interval between classes in the feature space. SVM has a large number of kernel functions to use, thus allowing flexibility to solve various non-linear...
classification regression problems. XGBoost is an improvement upon the gradient boosting decision tree approach. The basic idea is to let the new base model fit the deviation of the previous model, thereby continuously reducing the deviation of the additive model. XGBoost adds a regular term to the objective function to control the complexity of the model and thus reduce the risk of overfitting. CatBoost is another improved implementation of the gradient boosting decision tree algorithm framework whose main advantage is the efficient and reasonable handling of category-based features, and it proposes new methods to deal with the gradient bias and prediction shift problems, thus improving the accuracy and generalizability of the algorithm.

After imputation and oversampling, the data from CHNS were used as the training set and incorporated into the ML algorithms. Hyperparameters are parameters that are set before the start of the learning process, and the choice of different hyperparameters has a crucial impact on model performance. The grid search method was used to optimize the hyperparameter selection in the training process; the intervals in which the parameters were searched for using grid search are listed in Table 1. Ten-fold cross-validation was used—that is, the training set was divided randomly into 10 parts, 1 of which was used as the verification set in turn, while the remaining 9 parts were used as the training set. Following cross-validation, different verification scores were obtained for different hyperparameters, and the ones with the highest scores were ultimately selected. The model trained with these hyperparameters was the final model.

To further evaluate the performance and generalizability of the models, they were evaluated during the external test using the data collected from our hospital. This was different from the data source of the training set and can better demonstrate the generalization ability of the model. We incorporated the features from the test set into the already constructed model to obtain the corresponding IR prediction results, then compared them with the actual situation to learn the real performance capability of the model. Testing the models on new and unseen data can yield valuable information on their generalizability and applicability in the clinic. The detailed process for model training and testing is presented in Figure 1.

Model Evaluation and Data Statistics

The performance of each model was evaluated using receiver operating characteristic (ROC) curves. The areas under the ROC curve (AUCs) of the models were then calculated to compare their classification ability. Five additional performance metrics were calculated—namely, accuracy, sensitivity, specificity, precision, and F1 score—to better understand the differences between the models.

SPSS version 22.0 (IBM Corporation, Armonk, NY, USA) was used for the statistical analysis. An independent t-test was used to compare continuous variables, and the chi-squared or Fisher’s exact test was used to compare categorical variables. All tests were 2-tailed, and p < 0.05 was considered to be statistically significant.

Results

Subject Characteristics

Information from a total of 503 children from the CHNS database was collected; however, 13 children were excluded due to missing information on >50% of the features, so 490 children were eventually included in the training set. In total, there were

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter 1</th>
<th>Parameter 2</th>
<th>Parameter 3</th>
<th>Parameter 4</th>
<th>Parameter 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>n_estimators: range (30, 80, 10)</td>
<td>Max_depth: range (3, 10, 2)</td>
<td>Min_samples_leaf: [5, 6, 7]</td>
<td>Max_features: [1, 2, 3]</td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>Max_iter: [20, 40, 60, 100]</td>
<td>C: [0.01, 0.1, 1, 10]</td>
<td>Gamma: [1, 0.1, 0.01, 0.001]</td>
<td>Colsample_bylevel: np.linspace (0.7, 0.9, 3)</td>
<td>Min_child_weight: range (1, 9, 3)</td>
</tr>
<tr>
<td>SVM</td>
<td>Kernel: [linear, poly, rbf]</td>
<td>C: [1, 10, 100]</td>
<td>Subsample: np.linspace (0.7, 0.9, 3)</td>
<td>Colsample_bynode: np.linspace (0.5, 0.98, 4)</td>
<td></td>
</tr>
<tr>
<td>XGBoost</td>
<td>n_estimators: range (80, 200, 20)</td>
<td>Max_depth: range (2, 15, 2)</td>
<td>Learning_rate: [0.05, 0.1, 0.15]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CatBoost</td>
<td>Depth: range (4, 10, 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: LR, logistic regression; SVM, support vector machine; RF, random forest; XGBoost, extreme gradient boosting; CatBoost, gradient boosting with categorical features support.
135 children with IR and 355 children without IR, with IR defined by HOMA-IR > 3.0. In order to balance the 2 groups of data and thus ensure the robustness of the model, we performed a data-balancing process. During the preprocessing process, the SMOTE method was applied to amplify the group with fewer samples in order to ensure the balance of data during the training process. After the processing, we ended up with a sample of 710. Accordingly, 4 children were excluded and 129 children were included in the external test set, and the data in the test set was not preprocessed by applying oversampling.

As mentioned above, during the initial feature selection process, we selected 17 features covering basic information, lifestyle habits, and blood tests. Among them, data on outdoor sports activities per week were deleted because they were missing for >50% of the subjects. In the end, a total of 16 features entered feature selection. The distribution of missing features in the 2 sets is shown in Figure 2.

The feature information of the training set and the test set were compared, and the results are shown in Tables 2 and 3. No significant difference was detected between the 2 sets in sex composition, sports activities in school, sleep duration, age, DBP, or glucose (p > 0.05). In contrast, the differences between the 2 sets in the percentage of children with IR, outdoor exercise, sports activities in school per week, WBC, HGB, RBC, PLT, SBP, and hip circumference were statistically significant (p < 0.05).

The basic information for the 2 sexes in the 2 sets was compared, and the results are shown in Figure 3. In the training set, no difference was detected between boys and girls in basic information. In the test set, however, there were significant differences between the sexes. In particular, significant differences were found in the hip circumference, waist circumference, SBP and BMI between the boys in the training set and the test set. All basic information features showed significant differences between the 2 sets in girls.

**Feature Selection and Feature Importance**

RFE was used for feature selection, and the selection results based on AUCs are shown in Figure 4. Since the AUC did not increase significantly after 6 (LR), 9 (SVM), 10 (RF), 14 (XGBoost), or 6 (CatBoost) features were included in model training,
and considering the desire to produce a simple and convenient mode, the numbers of chosen features for the LR, SVM, RF, XGBoost, and CatBoost models were 6, 9, 10, 14, and 6, respectively. The features included in each model are listed in Table 4.

In addition to differences in the number of features for each model, their importance also varied. Table 4 shows the importance ranking of features selected by the different models and their importance percentages.

**Model Training and Evaluation**

The following values were used for the hyperparameters of each model, following application of the grid search method: LR: C: 1, max_iter: 100; SVM: C: 10, kernel: linear; RF: max_depth: 9, max_features: 1, min_samples_leaf: 5, n_estimators: 50; XGBoost: colsample_bytree: 0.5, max_depth: 8, min_child_weight: 1, n_estimators: 180, subsample: 0.8; and CatBoost: depth: 9, l2_leaf_reg: 1, learning_rate: 0.05.

The ROC curves for the external test set and their corresponding AUCs are shown in Figure 5. In the external test set, the AUCs of LR, SVM, RF, XGBoost, and CatBoost were 0.79, 0.81, 0.79, 0.85, and 0.85, respectively. XGBoost and CatBoost achieved the same and largest AUC.

The prediction performance of the 5 models in terms of additional metrics is shown in Table 5. XGBoost and CatBoost had the same AUC and similar values of accuracy, sensitivity, precision, and F1 scores. However, XGBoost had
significantly higher specificity than CatBoost, suggesting that it will have better prediction performance. Thus, the XGBoost model was chosen as the optimal model.

Discussion

Although IR may seem like a minor problem and does not cause discomfort in children in the moment, it is important to realize that IR, as an important risk factor for many metabolic diseases, will likely affect the growth and development of these children if it persists. If we can identify at-risk children in time at the IR stage and give appropriate interventions, we will be able to promote healthier child development. Research on IR has mostly focused on the predictive ability of specific variables, such as waist circumference. However, only certain correlations were revealed between the variables and IR; moreover, they were not sufficiently comprehensive for predicting IR, and it was difficult to develop accurate evaluation standards or methods. In published studies, many models for metabolic diseases in adults integrate these single factors to achieve predictive goals for these diseases. For example, Xu et al applied variables such as waist circumference and hip circumference to predict T2DM, while Karimi-Alavijeh et al used variables such as age, sex, and blood pressure to predict the onset of METS and Choe et al added data on daily habits, such as smoking status and exercise, to these variables to predict METS. These researchers emphasized the importance of the early detection of metabolic abnormalities through some simple data. This is in line with our focus. However, in contrast to our study, these prediction models were aimed at adults and not appropriate for children. In addition, these models focused on DM or METS, states that are often the result of further IR progression, whereas our model on IR has the potential to stop disease onset at an earlier stage. Stawiski et al applied neural network techniques to construct a predictive model for IR in children and achieved good predictive performance. However, in terms of the population to which it was adapted, their study mainly focused on children with T1DM, while our study faced a broader population covering all children aged 6–12 years. Moreira et al conducted a study on IR prediction in healthy children in which basal vital signs, body fat

Table 2 Feature Comparison Between the Training Set and Test Set - Continuous Variables (Mean± SD)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Training Set</th>
<th>Test Set</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>9.64±1.74</td>
<td>9.40±1.75</td>
<td>1.351</td>
<td>0.177</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>16.69±3.04</td>
<td>24.63±3.40</td>
<td>-24.112</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>SBP (mmHg)</td>
<td>97.43±12.62</td>
<td>113.93±11.50</td>
<td>-13.462</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>DBP (mmHg)</td>
<td>64.98±9.00</td>
<td>64.36±8.28</td>
<td>0.715</td>
<td>0.475</td>
</tr>
<tr>
<td>Hip circumference (cm)</td>
<td>71.40±9.87</td>
<td>99.24±10.77</td>
<td>-27.967</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>59.51±8.93</td>
<td>82.57±10.82</td>
<td>-22.289</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Sleep duration (hours/day)</td>
<td>9.91±1.01</td>
<td>9.13±0.80</td>
<td>0.688</td>
<td>0.492</td>
</tr>
<tr>
<td>Sports activities in school per week (times/week)</td>
<td>7.71±5.55</td>
<td>4.24±1.97</td>
<td>11.395</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>HGB (g/L)</td>
<td>134.30±15.15</td>
<td>137.83±8.78</td>
<td>-3.423</td>
<td>0.001</td>
</tr>
<tr>
<td>WBC (×10⁹/L)</td>
<td>6.75±1.85</td>
<td>8.38±2.07</td>
<td>-8.106</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>RBC (×10⁹/L)</td>
<td>4.79±0.56</td>
<td>5.02±0.33</td>
<td>-6.007</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>PLT (×10⁹/L)</td>
<td>280.44±78.09</td>
<td>309.60±62.05</td>
<td>-4.487</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Glucose (mmol/L)</td>
<td>4.89±0.82</td>
<td>5.02±0.41</td>
<td>-1.805</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Note: p values <0.05 were considered significant.

Abbreviations: BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; HGB, haemoglobin; WBC, leukocytes; RBC, erythrocytes; PLT, platelets.

Table 3 Feature Comparison Between the Training Set and Test Set - Categorical Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Training Set</th>
<th>Test Set</th>
<th>χ²</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males, n, (%)</td>
<td>271(55.1%)</td>
<td>78(60.5%)</td>
<td>1.203</td>
<td>0.273</td>
</tr>
<tr>
<td>Children with IR, n, (%)</td>
<td>155(31.6%)</td>
<td>96(74.4%)</td>
<td>95.891</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Outdoor sports activities, n, (%)</td>
<td>174(55.1%)</td>
<td>89(60.5%)</td>
<td>47.333</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Sports activities in school, n, (%)</td>
<td>425(86.4%)</td>
<td>103(79.8%)</td>
<td>3.043</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Note: p values <0.05 were considered significant.
percentage, and biochemical tests were used. Lin et al\textsuperscript{37} found that unique circulating miRNA signatures indicating IR in children could be used as biomarkers to detect the occurrence of IR, which could be indeed valuable in precision medicine. As we mentioned earlier, these tests, although they can accurately predict IR, may enjoy only limited use because some features used in this study are not part of the routine physical examination in primary care hospitals. Ultimately, the results of this study show that our initial hypothesis was correct. ML techniques can indeed work well in the field of IR, detecting IR at a very early stage and helping clinicians to predict it early in school-aged children with relative ease.

In this study, we initially envisaged that the models constructed by ML should satisfy 2 objectives, as follows: (1) good classification performance should be achieved to ensure the effectiveness of the model, and (2) the model should be inexpensive, convenient, and avoid increasing the burden on pediatricians and patients. Our final results showed that we largely achieved these objectives. External tests confirmed that each model achieved relatively good performance; in particular, XGBoost achieved the highest AUC, accuracy, and F1 score. The SVM model did not perform well, which may be due to the fact that this algorithm is very sensitive to missing values and outliers. Although we performed imputation work, the imputation was inferred from the original data, which may have caused the feature differentiation between IR and non-IR children to be reduced, which also allowed the distance between the 2 sets of data to decrease, resulting in the lack of classification ability of the hyperplane of the SVM. As for RF, although its accuracy was the highest, its specificity was low, which meant that this model works better for positive results but poorly for negative results, which could result in a higher misdiagnosis rate and thus a waste of medical resources. Thus, XGBoost was chosen as the optimal model. Furthermore, the features we used are easy to obtain clinically. Most of the features were lifestyle habits and basic physical signs, and the described laboratory tests are routinely performed in many areas, require only small amounts of blood, and their acquisition cost is also very low. Therefore, in medical institutions with insufficient capacity, pediatricians can initially screen high-risk children, then transfer them to qualified hospitals so as

Figure 3 Violin plot depicting the comparison of basic information between the training set and the external test set.

**Abbreviations:** BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure.
to achieve rational use of medical resources. This showed that our model had good practicability and can be recommended in clinical use.

ML has the potential to help us gain more insight into the strength of the association between features and a disease. In the process of model construction, we determined the importance of features in different models. Although the features selected by each model and their importance varied, these models showed a tendency to select similar features, and the features selected by most of the models, such as glucose, waist circumference, and age, were ranked high. In our study, glucose was unsurprisingly ranked high since it is one of the parameters used to calculate HOMA-IR. A large waist circumference indicates abdominal fat accumulation. High free fatty acid levels can reduce insulin receptor–related uptake and signaling, which will antagonize the effect of insulin in the liver.\textsuperscript{38} Velásquez-Rodríguez et al’s research also shows that waist circumference has an important effect on children with IR.\textsuperscript{39} Aging often brings about hormonal and metabolic changes in the body, which is an important factor in the development of IR.\textsuperscript{40} The tendency toward consistency in the feature selection process suggests that ML techniques are likely to be able to help clinicians find risk factors that

\textbf{Figure 4} Feature selection for different models by the RFE method. (A) LR; (B) RF; (C) SVM; (D) XGBoost; (E) CatBoost.

\textbf{Abbreviations:} RFE, recursive feature elimination; LR, logistic regression; SVM, support vector machine; RF, random forest; XGBoost, extreme gradient boosting; CatBoost, gradient boosting with categorical features support.
are more closely related to diseases. This view is also corroborated by previous research, indicating that the application of ML in the clinical field is very promising.\textsuperscript{31,42}

The main advantages we observed in this study were as follows. First, few current prediction models on IR are suitable for children, while our study focused on school-aged children, which is a broader range of adaptation. Second, IR is often the starting point for glucose metabolism abnormalities. Our model can detect these abnormalities at the IR stage and help pediatricians make the right decisions, which can potentially help reverse the trend of glucose metabolism abnormalities in these children. Finally, the features used in the model are data that are easily obtained in the clinic, even in primary care hospitals or poor areas, and therefore may be more helpful to pediatricians in these locations. However,
this study also had some shortcomings. The sample sizes of both the training and test sets were small, which could inevitably result in an overfitting problem, although the use of an external test set in this study showed that the scope of this problem was acceptable. Second, the data collected for the external test set came from a single center, so data samples from other institutions need to be included in the training process of the models, thus increasing the sample size, to ensure that our model will have good generalizability.

Conclusion
In this study, we applied 5 ML algorithms. After testing, XGBoost achieved the highest AUC and other metrics also showed good performance. The XGBoost model used features that can be easy to obtain to accurately predict the occurrence of IR and is worthy of promotion in clinical work. Next, we need to further expand the sample size so as to enhance the effectiveness of the model.
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Table 5 Evaluation Metrics for the Different Models

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.81</td>
<td>0.88</td>
<td>0.61</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>LR</td>
<td>0.80</td>
<td>0.89</td>
<td>0.55</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>SVM</td>
<td>0.74</td>
<td>0.77</td>
<td>0.67</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
<td>0.91</td>
<td>0.84</td>
</tr>
<tr>
<td>CatBoost</td>
<td>0.77</td>
<td>0.79</td>
<td>0.69</td>
<td>0.88</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Abbreviations: LR, logistic regression; SVM, support vector machine; RF, random forest; XGBoost, extreme gradient boosting; CatBoost, gradient boosting with categorical features support.
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