Artificial Intelligence in Cardiovascular Medicine: Current Insights and Future Prospects
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Abstract: Cardiovascular disease (CVD) represents a significant and increasing burden on healthcare systems. Artificial intelligence (AI) is a rapidly evolving transdisciplinary field employing machine learning (ML) techniques, which aim to simulate human intuition to offer cost-effective and scalable solutions to better manage CVD. ML algorithms are increasingly being developed and applied in various facets of cardiovascular medicine, including and not limited to heart failure, electrophysiology, valvular heart disease and coronary artery disease. Within heart failure, AI algorithms can augment diagnostic capabilities and clinical decision-making through automated cardiac measurements. Occult cardiac disease is increasingly being identified using ML from diagnostic data. Improved diagnostic and prognostic capabilities using ML algorithms are enhancing clinical care of patients with valvular heart disease and coronary artery disease. The growth of AI techniques is not without inherent challenges, most important of which is the need for greater external validation through multicenter, prospective clinical trials.
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Introduction

Cardiovascular disease (CVD) is the leading cause of death in the world and poses an ever-growing challenge. The global prevalence of CVD is rapidly rising, increasing from 271 million in 1990 to 523 million in 2019, accompanied by rising mortality, from 12.1 million to 18.6 million during the same period. Moreover, the cost of treating CVD is projected to increase from 863 billion United States Dollars (USD) in 2010 to more than 1.044 trillion USD by 2030. Cost-effective and scalable solutions are needed to help mitigate CVD burden, and artificial intelligence (AI) can play a critical role.

AI is a rapidly evolving transdisciplinary field which integrates computer science, statistics, psychology, neuroscience, material science, mechanical engineering and computer hardware design to develop algorithms that aim to simulate human intuition, decision-making and object recognition. The overarching aims of AI in cardiovascular medicine are threefold: to optimize patient care, improve efficiency and improve clinical outcomes. In cardiology, there has been a growth in the potential sources of new patient data, as well as advances in investigations and therapies, which position the field well to uniquely benefit from AI.

In this review, we introduce the core AI techniques, their historical development and contemporary applications in cardiology. The future prospects and challenges of AI are also discussed.

AI Techniques

Machine learning (ML) refers to a set of techniques which enable AI, and these techniques vary in their objectives, applications and architectures (Table 1). ML is an iterative process which involves approximating complex mathematical relationships between inputs and outputs by learning from a large data set to predict values from new, unseen data.
Supervised, unsupervised, semi-supervised and deep learning are terms describing the ways in which ML algorithms learn from data (Figure 1).

Supervised learning refers to algorithms learning rules between a set of inputs and outputs using a labelled training data set (referred to as mapping) in order to predict outcomes for new inputs. The labelled training data set typically consists of predictor variables, features and labeled outcomes. Features refer to pieces of information that make up data and the quality, accuracy and richness of features determines the overall effectiveness of supervised ML algorithms. Supervised ML algorithms are especially useful when the research question involves classification or regression-based analysis. A well-labelled training dataset can be reused if the pre-specified features do not need to be changed. However, the drawbacks of supervised learning include the often timely and costly process of accurately labelling a large data set.

Deep learning is another subfield of ML and refers to algorithms which are modelled on the neural structures of the brain, consisting of inter-connected perceptrons (Figure 2). Compared to traditional ML algorithms, deep learning requires minimal data arbitration or feature engineering (Figure 3). An example of supervised learning is a study which used 91,232 single-lead ECGs from 55,549 patients to train an ML algorithm to classify the ECGs into 12 distinct rhythm classes. The ECGs contained features suggestive of different arrhythmias and were manually labelled by a consensus committee of board-certified cardiologists before the supervised ML algorithm was trained. When compared with the consensus committee of cardiologists, the algorithm had an AUC of 0.97.

Unsupervised learning is a different form of learning which uses unlabeled data to discover underlying relationships and is often referred to as knowledge discovery. Examples of unsupervised learning include principal component analysis, cluster analysis and deep learning. In principal component analysis, large, multidimensional datasets are broken into simpler data sets with a smaller number of dimensions through the identification of correlated variables. Cluster analysis involves dividing objects into groups that share similar characteristics with the aim of finding subgroups

<table>
<thead>
<tr>
<th>Type of Learning</th>
<th>Machine Learning Algorithm</th>
<th>Outcomes</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td>Classification</td>
<td>Categorical</td>
<td>Training data set is reusable if features do not change</td>
<td>Large, accurately labelled training data sets are required. Can be costly and time-consuming. At risk of overfitting and does not generalize well if the training data set is heterogenous</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Continuous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsupervised</td>
<td>Clustering</td>
<td>Similarity of Inputs</td>
<td>No previous knowledge of the data set is required and hence the scope of human error is reduced. Faster to perform.</td>
<td>The spectral classes do not necessarily represent features on the ground and can take time to interpret</td>
</tr>
<tr>
<td></td>
<td>Dimensionality Reduction</td>
<td>Extract Relevant Features</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Association</td>
<td>Co-occurrence Likelihood</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anomaly Reduction</td>
<td>Outliers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semi-Supervised</td>
<td>Generative</td>
<td>Combination of supervised and unsupervised outcomes</td>
<td>Stable algorithm which reduces the time needed to annotate data</td>
<td>Iteration results are not stable and can hence have a low accuracy</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>Reward based</td>
<td>Sequential decision making</td>
<td>Can self-correct inherent errors introduced during programming</td>
<td>Requires a lot of data and computational power</td>
</tr>
</tbody>
</table>

Table 1: Machine Learning (ML) Techniques Which Enable Artificial Intelligence (AI)
within a larger data set. Unsupervised learning is extremely useful in clinical practice where manually labelling large datasets is unfeasible. Moreover, unsupervised learning has reduced scope for incorporating human error. An example is an ML algorithm using principal component and cluster analysis to successfully differentiate heart failure with preserved ejection fraction (HFpEF) from healthy subjects by analyzing LV long axis myocardial velocity patterns on stress echocardiography. The study trained an unsupervised ML algorithm from 156 patients using 22 descriptors with 300
features collected from tissue Doppler-derived longitudinal myocardial velocity traces at rest and during exercise. The algorithm found naturally occurring patterns and relationships within the details to identify a continuum of disease from normal cardiac function to patients with HFpEF. The spectrum varied in their age, body mass index, left ventricular mass index and left ventricular filling pressure and symptom burden as measured by the 6-minute walk test. Semi-supervised learning combines supervised and unsupervised learning techniques. It provides the ability to extrapolate and label a large data set from a smaller, manually labelled data set. This is performed by manually labelling a small portion of data and then employing unsupervised learning algorithms to extrapolate from this data.

Historical Perspectives of AI in Cardiology

The origins of AI can be traced to Alan Turing who explored the mathematical possibility of AI and described how to build and test intelligent machines in the early 1950s. However, computers lacked the functional capabilities to implement this theoretical knowledge at the time. As computing power improved and information could be stored, processed and extracted, ML algorithm development flourished in the 1970s and 1980s. Early work focused on AI applications in computer gaming, but its role in clinical decision-making only began taking shape in the 1990s.

In cardiology, the first applications of AI were the development of self-learning neural networks applied to electrocardiography (ECG). One of the earliest works in 1990 trained a self-learning neural network using 60 ECGs to localize the atrioventricular accessory pathway in patients with Wolff-Parkinson-White Syndrome by using the polarity of the delta waves as an input. In a testing cohort of 25 ECGs, the algorithm correctly localized the atrioventricular pathway in 23 patients. As AI techniques developed and computing power continued to improve, applications of AI in cardiology expanded to other fields, including cardiac imaging, electrophysiology, heart failure and interventional procedures. In 1999, a study applied artificial neural networks to echocardiography to segment images into either blood or tissue regions. The study trained the ML algorithm using 279 images and compared the algorithm to manual segmentation by two independent investigators and found good agreement (R = 0.93). More recently, the development of big-data analytical techniques has further opened the field of cardiology. Big-data analytical techniques have focused on integrating and synthesizing various multimodality imaging data points, including various omics data, imaging, ECG and unstructured free text.

Over the intervening years, AI advancements in cardiology have led to wide-ranging applications, which encompass precise disease stratification, integration of multi-modality imaging, continuous remote monitoring and diagnostics, therapy selection and AI-aided diagnosis (Figure 4). In this review, we distill the broad applications of AI in cardiology into four clinical areas relevant for the practicing cardiologist: heart failure, electrophysiology, valvular heart disease and coronary artery disease (Figure 5).

Contemporary Applications of AI in Cardiology

Heart Failure

Heart failure (HF) is a complex and progressive clinical syndrome characterized by the heart’s inability to pump sufficient blood to meet the body’s demand. Heart failure can be categorized into three subgroups based on left ventricular ejection fraction (LVEF): HF with reduced EF (HFrEF; EF < 40%), HF with mid-range EF (HFmrEF; EF 40–
49%), and preserved EF (EF ≥ 50%).

The etiologies are often multifactorial but lead to a combination of elevated intracardiac pressure and impaired cardiac output. There is a growing appreciation for the role of AI in helping guide clinicians manage patients with HF. A broad range of AI applications revolve around augmenting diagnostic capabilities and clinical decision-making through automated cardiac function measurements and AI-based predictive modeling.

Heart failure is a clinical diagnosis, but echocardiography plays a pivotal role in evaluating underlying cardiac structure and function. However, echocardiography is highly dependent on the experience of the sonographer for image acquisition, and precise interpretation by an expert reader. As a result, ML-based platforms are being developed, tested and validated, aiming to augment echocardiography.

One recent example is the “HeartModel A.I.” which uses AI segmentation algorithms and 3D echocardiography to automatically measure cardiac volumes and function. Medvedofsky et al performed a multicenter study validating this technology and including 180 patients from six different sites. The algorithm correlated strongly with manual tracings with R-values of 0.97 when measuring left ventricular (LV) end-diastolic volume, 0.97 when measuring LV end-systolic volume, 0.88 when measuring LV ejection fraction (EF) and 0.96 when measuring left atrial volume. Another similar example is a CNN-based algorithmic tool developed by Ouyang et al using 10,030 echocardiograms from a single center. The testing cohort included 2895 echocardiograms and the study found the algorithm accurately segmented the LV with a Dice similarity coefficient of...
0.92, predicted LV ejection fraction (EF) with a mean absolute error of 4.1%, and was able to classify patients with HF with reduced EF with an area under the curve (AUC) of 0.97. Identifying LV dysfunction using echocardiography has also been augmented by incorporating 12-lead electrocardiograms (ECGs). Sun et al developed a CNN to identify LV dysfunction and used 12,732 ECG-TTE pairs for training, 2530 pairs for validation and 2530 pairs for testing. The authors found the CNN-based model detected LV dysfunction with an accuracy of 73.9%, sensitivity of 69.2%, specificity of 70.5% and AUC of 0.713. The positive and negative predictive values of the model were 70.1% and 69.9%, respectively.

AI algorithms have also been developed and validated for risk stratification and predicting mortality, medication adherence and recurrent hospitalizations in patients with HF. An ANN studied by Ortiz et al in 95 patients found the AI tool was able to predict 1-year all-cause mortality in patients with HFrEF with an accuracy of 90%, specificity of 93% and a sensitivity of 71.4%. Son et al used an SVM-based model to predict medication adherence. Electronic health record data was collected from 76 patients with HFrEF, and an SVM model was developed to identify variables which best predicted medication adherence. The variables included in the model were gender, daily frequency of medications, New York Heart Association (NYHA) class, medication knowledge, and presence of a spouse; the highest detection accuracy for the model was 77.6%. Another example is Kang et al who used a combination of decision trees and metaheuristic approaches from 552 patients to predict HF hospital admission. 382 patients were included in the training dataset and 184 patients in the validation dataset. The study found that the algorithm was able to predict HF admission with a C-statistic of 0.59, a true-positive rate of 0.65 and a false-positive rate of 0.49 with a final accuracy of 77%. Further studies have also applied ML algorithms to telemetry data from non-invasive wearable technology to predict HF re-hospitalization. The LINK-HF study used a disposable multisensor patch placed on the chest of 100 study subjects over 3 months. The study found that multivariate physiological data points could accurately predict HF hospitalizations with a sensitivity of 76% to 88% and a specificity of 85%. AI-based algorithms have also been used to predict the future development of HF. Akbilgic et al developed a CNN-based ECG-AI model using 14,618 patients from a nationwide perspective study to predict the likelihood of HF development within 10 years using standard 12-lead ECG. With an AUC of 0.818, the model output, when combined with clinical variables including age, gender, race, BMI, smoking status, coronary heart disease, diabetes mellitus, systolic blood pressure, and heart rate, outperformed traditional HF risk calculators such as ARIC with an AUC of 0.802 and the Framingham Heart Study with an AUC of 0.780. Another example is Choi et al who developed a recurrent neural network using 3884 patients with HF and 18,903 patients without HFrEF to predict a future diagnosis of HFrEF using traditional electronic health record system data points. The study used a 12-month observation window and found that the algorithm had an AUC of 0.747 for predicting HFrEF.

Cardiomyopathy
Hypertrophic cardiomyopathy (HCM) is a genetic disorder that occurs when the walls of the heart muscle thicken, resulting in the heart’s reduced ability to pump out and take in blood. Though the condition is rare, affecting around 1 in 200 to 500 people, it is a leading cause of death among younger individuals and is associated with serious morbidity in all age groups. Given that more than 90% of patients with HCM have ECG abnormalities, ECGs can provide excellent screening for this condition, and AI can be used to detect HCM in imaging. Recent studies have shown the efficacy of AI in detecting HCM in both adults and children. Ko et al trained a CNN model on ECGs from 46,901 adult patients, including a majority of controls and a minority of confirmed HCM cases. When tested on 12-lead ECGs from 13,400 patients, again with a majority of controls, the model was able to discriminate HCM cases from non-HCM control cases with an AUC of 0.96. Siontis et al also used a CNN trained on ECGs from 300 pediatric patients with HCM and 18,439 non-HCM pediatric controls. The model detected HCM from 12-lead ECGs with an AUC of 0.98 and a corresponding sensitivity and specificity of 92% and 95%, respectively.

Electrophysiology
Cardiac arrhythmias refer to abnormal atrial or ventricular rhythms and are estimated to affect 1.5–5% of the general population, with atrial fibrillation (AF) being the most prevalent arrhythmia in an ageing population. ECGs remain
a key diagnostic tool for the timely diagnosis and management of arrhythmias.\textsuperscript{28} AI is increasingly being applied to the ECGs to garner new insights with respect to diagnosis, risk stratification and prediction.

Several recent studies have trained neural networks on single, 3 and 12-lead ECGs to accurately differentiate and diagnose arrhythmias. Hannun et al used 92,000 single-lead ECG tracings from 53,877 patients wearing adhesive patches to train a deep neural network (DNN) to classify an ECG into 12 rhythm classes.\textsuperscript{7} The algorithm was validated against a group of board-certified cardiologists and found to have an AUC of 0.837.\textsuperscript{7} Similarly, Raghu Nath et al trained a DNN to predict 1-year all-cause mortality from an ECG.\textsuperscript{29} The study trained the algorithm using 1,169,662 resting ECGs from 253,397 patients and tested the model on a sample of 168,914 patients.\textsuperscript{29} The algorithm was found to have an AUC of 0.88 when predicting all-cause mortality at 1-year from a single ECG.\textsuperscript{29}

Electrolyte derangements can alter cardiac membranes and lead to arrhythmias. These derangements are often manifested with subtle ECG changes. Recent studies have developed and validated algorithms to help diagnose electrolyte derangements from the ECG. A recent study trained a DNN using 1,576,581 ECGs from 449,380 patients to detect serum potassium levels of 5.5 mEq/l or less.\textsuperscript{30} The algorithm was validated using 61,965 patents with stage 3 or greater chronic kidney disease (CKD) and was found to have an AUC of 0.853 to 0.883.\textsuperscript{30} Another study trained a separate algorithm using 83,449 ECGs from 48,356 patients to diagnose various electrolyte derangements.\textsuperscript{31} The study was comprised of internal and external validation groups with the AUCs for predicting hyperkalemia, hypokalemia, hypernatremia, hyponatremia, hypercalcemia, and hypocalcemia being 0.873, 0.857, 0.839, 0.856, 0.831, and 0.813, respectively.\textsuperscript{31}

ML algorithms have also been applied to the ECG to predict the future onset of arrhythmias. Attia et al developed a CNN-based algorithm using 649,931 ECG traces from 180,922 patients to predict the future development of AF.\textsuperscript{32} The study found a single AI-enabled ECG was able to identify AF with an AUC of 0.87, sensitivity of 79.0%, specificity of 79.5%, and an overall accuracy of 79.4%.\textsuperscript{32} The hypothesis proposed for this AI-powered insight is that cardiac substrate modulations such as atrial dilation often preceede the onset of AF. Hence, these substrate changes result in subtle ECG changes, which can be detected by the DL algorithms to predict the future onset of AF.\textsuperscript{32} The notion of AI-ECG being able to detect occult and manifest structural changes has been studied in patients with LV dysfunction, hypertrophy, amyloid heart disease and peripartum cardiomyopathy.\textsuperscript{33–36} For example, Grogan et al trained a neural network using 12-lead ECG data from 2541 patients to predict the presence of cardiac amyloidosis, and found the CNN had an AUC of 0.91 (CI, 0.90 to 0.93), with a positive predictive value of 0.86.\textsuperscript{34}

**Valvular Heart Disease**

Valvular heart disease (VHD) encompasses many important cardiovascular conditions related to the heart’s valvular apparatus, and accounts for 10–20% of all cardiac procedures in the US.\textsuperscript{37} AI supported algorithms have been developed and validated to enhance the diagnosis, prognostication and treatment of patients with valvular heart disease.

VHD gives rise to characteristic murmurs, and recent studies have applied AI algorithms to phonocardiograms obtained from digital stethoscopes to augment clinical decision-making. A recent study developed an SVM classifier using 49 patients with VHD, and 325 healthy controls to help classify abnormal heart sounds.\textsuperscript{38} The algorithm was proven to successfully classify aortic regurgitation, mitral regurgitation and pulmonary stenosis with an accuracy of 98.8%, 98.4% and 98.7%, respectively.\textsuperscript{38} Another example is a study which used an automated batch processing protocol to classify heart sounds.\textsuperscript{39} The authors trained the algorithm using 3180 heart sounds from 603 outpatient visits, and found the algorithm had a sensitivity, specificity and accuracy of 93% (95% confidence intervals (CI): 90–95%), 81% (CI: 75–85%) and 88% (CI: 85–91%), respectively.\textsuperscript{39}

AI algorithms are capable of identifying subtle changes and patterns in pixel density and have increasingly been applied to echocardiography. A recent study developed and tested an ML algorithm in 52 patients with aortic stenosis (AS) undergoing transcatheter aortic valve replacement (TAVR), which aimed to measure the aortic annulus dimensions.\textsuperscript{40} When compared with measurements obtained from cardiac computed tomography (CT), the study found that there was less than 10% variability in the ML derived measurements.\textsuperscript{40} Another study compared an ML-based algorithm with manual tracings for measuring the mitral annulus area.\textsuperscript{41} The study found that the ML algorithm had a good correlation with manual measurements, but the time for analysis was significantly shorter (260 ± 65 vs 381 ± 68
Measuring valvular dimensions has extended beyond echocardiography, and recent studies have shown its applicability to cardiac CT. A recent study compared a semi-automated ML algorithm with manual measurements for measuring the aortic annulus in 74 patients. The study found that the ML algorithm was highly correlated with manual annulus measurements in both systole \( (r = 0.94) \) and diastole \( (r = 0.93) \).

AI-based algorithms have also been developed to help guide clinicians on the prognosis of patients with VHD who undergo intervention. A recent study used a combination of artificial neural network, logistic regression, and random forest machine learning algorithms to predict in-hospital mortality after TAVR using patient data from 10,883 patients from 2012 to 2015. All models showed a good AUC for predicting in-hospital mortality \( (AUC = 0.92 \ (95\% \ CI: 0.89–0.95); 0.85 \ (95\% \ CI: 0.82–0.88); 0.90 \ (95\% \ CI: 0.88–0.92) \) and 0.90 \ (95\% \ CI: 0.87–0.93)) \), respectively.

**Coronary Artery Disease**

Coronary artery disease (CAD) is the most common type of heart disease and was the cause of death in 360,900 people in 2019. ML algorithms play a far-reaching role in the risk stratification, diagnosis, prognostication and management of patients with CAD.

Recent research has focused on applying AI algorithms to patients in the emergency department (ED) presenting with acute coronary syndrome (ACS). A recent study developed and validated a CNN algorithm to predict which patients presenting to the ED with ACS would require invasive angiography. The study retrospectively evaluated 2204 patients and developed a CNN using 40 variables including the patient’s ECG, cardiac biomarkers and clinical history. The ML network was found to have a sensitivity of 88.1% \ (95\% \ CI: 84.8% to 91.4\%) and a specificity of 86.2% \ (95\% \ CI: 84.6% to 87.7\%) in predicting which patients presenting to the ED with chest pain had cardiac ischemia. Another study included 269 patients presenting with chest pain to predict which patients were likely to have a non-ST elevation myocardial infarct (NSTEMI) using a CNN derived from 42 demographic and clinical features. The sensitivity, specificity, positive predictive value and negative predictive value of the CNN model to predict which patients had a NSTEMI were 90.91%, 93.33%, 76.92%, and 97.67%, respectively.

AI algorithms have also been studied to predict short- and long-term mortality in patients with ACS. A recent study developed an SVM to predict in-hospital mortality in patients admitted with ACS. A total of 4871 patients were included in the analysis and 668 in-hospital deaths occurred; the receiver operating characteristic (ROC) scores for discrimination of the SVM ranged from 0.71 to 0.99. In a larger, registry-based, study of 9066 consecutive ACS patients, models were developed to predict 6-month mortality using two ML methods: logistic regression and extreme gradient boosting. The XGBoost and logistic regression had better performance compared to the GRACE score: AUCs of 0.890 \ (95\% \ CI: 0.864–0.916) and 0.867 \ (95\% \ CI: 0.837–0.897), respectively, versus 0.822 \ (95\% \ CI: 0.785–0.859).

AI-based algorithms are also being applied to noninvasive cardiac imaging to help risk stratify patients. A recent study developed a random forest ML model to automatically quantify coronary artery calcification (CAC) from non-contrast cardiac CT scans and tested the algorithm on 530 images. Compared to manual measurements, the ML algorithm demonstrated a high level of correlation with a correlation coefficient of 0.95. When stratified by coronary anatomy, the correlation coefficients were 0.98, 0.69 and 0.95, for the left anterior descending artery (LAD), left circumflex artery (LCx) and right coronary artery (RCA), respectively. Importantly, the algorithm also shortened processing times when compared with manual interpretation \( (45 \text{ vs } 128 \text{ seconds}) \). Another example is a similar study by Van Velzen et al which employed two consecutive CNNs to quantify CAC from 7240 CT scans with the algorithm having a correlation coefficient of 0.9 when compared to manual scoring.

Studies have also applied similar ML-based algorithms to quantify epicardial adipose tissue. A recent multicenter study trained a CNN-based ML algorithm on 850 CT scans to quantify epicardial adipose tissue, and tested the algorithm on 141 CT scans. Compared to three expert radiologists, the ML algorithm was found to be quicker \( (1.57 \text{ seconds } \pm 0.49 \text{ seconds vs } 15 \text{ mins for manual expert review}) \) and showed a strong correlation with expert opinion \( (r = 0.974; P < 0.001) \). AI algorithms have also been developed to assess plaque morphology to identify high-risk features. In a recent study, a CNN was compared with an expert reader in detecting luminal area, stenosis and contrast density in 716 diseased coronary segments in 156 patients. The study found an excellent correlation for all values \( (R = 0.98, 0.96, 0.97, \text{ respectively}) \).
Recent advances in AI have also enabled algorithms to be developed to predict obstructive CAD. In a recent study, a boosted ensemble ML algorithm (LogitBoost) was used to analyze myocardial perfusion single-photon emission CT (SPECT) images of 713 consecutive cases with suspected CAD and 468 with low likelihood of CAD (<5%). The diagnostic accuracy of the model for prediction of obstructive CAD ≥70% was compared to standard prone/supine quantification and to visual analysis by two experienced readers utilizing all imaging, quantitative, and clinical data. The diagnostic accuracy of ML (87.3% ± 2.1%) was similar to Expert 1 (86.0% ± 2.1%), but superior to combined supine/prone total perfusion defect (82.8% ± 2.2%) and Expert 2 (82.1% ± 2.2%) (P < 0.01). There is a growing appreciation of AI algorithms for prognosticating outcomes for patients with ACS. In a study of 2619 patients who underwent exercise or a pharmacological stress test with SPECT myocardial perfusion imaging, 239 patients developed major adverse cardiovascular events (MACE) during a mean follow-up of 3.2 years. The study found that the ML-based algorithm had a higher predictive accuracy compared to conventional physician-diagnosis (AUC 0.81 vs 0.62, P < 0.01). Another study trained an ML algorithm using 25 clinical variables and 44 cardiac CT angiography parameters on 10,030 patients to predict 5-year all-cause mortality. The study found that the ML score (AUC: 0.79) outperformed the Framingham risk score (AUC: 0.61; P < 0.001).

Future Prospects
Cardiac disease remains an important cause of global morbidity and mortality. Timely and effective diagnosis, management, and follow-up are essential in improving patient outcomes and ensuring effective use of health resources. Fortunately, the data-driven nature of managing many complex cardiac diseases, and the abundant use of cardiac imaging techniques including ECG, echocardiography, CT and nuclear imaging make cardiovascular medicine a prime field for AI. As with all interventions, clinical trials are the cornerstones for demonstrating clinical utility. As such, the bulk of studies thus far have been developed in silico, using single-center homogenous study groups. There will invariably be a shift from initial validation studies to external validation using multicenter clinical trials. The first AI-ECG prospective clinical trial was recently published to study the real-world application of AI-ECG algorithms. The study randomized 120 primary care teams to a control arm, which utilized an AI ECG algorithm to predict LV dysfunction in a control arm without access to the AI algorithm, and found that the study arm had increased diagnostic accuracy. Apart from AI applications in ECG, published literature in the cardiology is largely restricted to current research context, rather than routine clinical use. Increased funding for AI research studies coinciding with a rapid growth in clinical databases, medical smartphone applications and wearable devices provides a perfect environment for widening the study of AI platforms in cardiology.

Challenges
Despite the promise of AI in cardiology, there are a number of inherent challenges to this technology which need to be addressed before AI models become integrated into clinical care pathways. AI algorithms require large volumes of accurately labelled training data sets to extract the most value and overcome the variety, complexity and potential noise involved in applying algorithms to external patient cohorts. Such datasets are hard to curate and data-sharing agreements often restrict multicenter collaborations. Additionally, storing and sharing sensitive datasets needed for multi-center trials is challenging with data privacy, compliance and potential data breaches representing real risks. Naturally, current frameworks and guidelines are limited due to the novelty of this technology, and updated guidelines are needed to enable larger multicenter studies and collaborations. The lack of standardization and heterogeneity of AI techniques employed in studies raises the additional challenge of systematically comparing and critiquing AI research studies.

The aim of ML algorithms is to optimize their generalizability such that the model defines the underlying relationship but not to the extent of introducing inadvertent bias from poorly curated data sets. Hence, a variance-bias trade-off exists where variance refers to how well the model performs with new, subtly different data, and bias refers to how well the model fits to the training data. Overfitting refers to a model that has a high bias and a low variance. In other words, a model is overfitted when it struggles to adapt to new, subtly different data. This represents a significant challenge for AI research in cardiology, as the majority of existing studies have only been trained and tested in research settings. The introduction of biases in curating data sets for AI is another challenge. Specifically, DNNs are vulnerable to adversarial...
attacks, in which algorithms are presented with inputs that looks “normal” to humans but cause misclassification by models due to minute differences both during and after training. Fortunately, researchers have developed a regularization method that reduces the impact of adversarial noise upon the output of a DNN model. Beyond such solutions, regular feedback from clinicians and potential operators is essential in the development of a balanced and robust model, which is not just applicable to a selected subgroup of potential patients. However, machine learning algorithms are designed and modified by human experts whose proficiency may significantly differ among centers, affecting the robustness of the model. At some level, all AI algorithmic applications in cardiology are susceptible to the “black-box” phenomenon. This refers to the notion that despite the input and output variables being known, knowledge about how the AI/ML algorithm works is often obscure to the clinician. Therefore, there is a clear tradeoff between a model’s accuracy and its interpretation. While a model may be very accurate, its operations may be difficult to interpret by a clinician. On the other hand, a model that has easily interpretable features within its algorithm may be less accurate, fostering a debate about AI/ML algorithm adoption in clinical practice. Finally, current DNNs are not robust to out-of-distribution inputs, which are samples that are not similar to those in the training set. Since AI models are limited in what they can evaluate, they may not replace human experts in the near future.

**Conclusions**

This review highlights the key advances in AI algorithms within cardiovascular medicine with respect to heart failure, electrophysiology, valvular heart disease and coronary artery disease. The growth in the number, quality and funding of clinical studies means AI algorithms will increasingly become more complex, powerful and able to draw on the rapidly growing pool of clinical data derived from clinical reports, mobile monitors and clinical diagnostic data. Although stringent efforts must be taken to ensure biases are minimized in these platforms through the use of multicenter, heterogeneous patient populations, the wider adoption of AI technology in cardiovascular medicine seems eventually inevitable in the digital world of 21st century healthcare.
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