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Purpose: The present study aimed to develop prognostic prediction models based on 
machine learning (ML) for non-metastatic colon cancer (CRC), which can provide 
a precise quantitative risk assessment and serve as an assistive method for treatment strategy 
development. The possibility of improving prediction accuracy using nonlinear methods 
compared to linear methods was investigated.
Patients and Methods: A cancer-specific survival (CSS) model constructed using logistic 
regression, extreme gradient boosting (XGBoost), and random forest algorithms was trained 
on the Surveillance, Epidemiology, and End Results datasets for 15,254 patients with non- 
metastatic CRC (split into training [70%] and internal validation [30%] datasets) and 
externally validated with an outpatient cohort of 311 cases from Xiyuan Hospital in China. 
A Chinese cohort was also used to develop recurrence and metastasis (R&M) models for 
CRC patients. The experiments for each model were performed 100 times to obtain average 
scores and 95% confidence intervals. The model performance was evaluated using the area 
under the receiver operating characteristic curve (AUC) values.
Results: The XGBoost approach showed the highest AUC values of 0.86 (0.84–0.88), 0.82 
(0.81–0.83), and 0.81 (0.79–0.82) for one-, three-, and five-year CSS cohorts, respectively, 
along with a relatively high generalization ability. The XGBoost approach also performed 
best for the R&M model, with the AUC values of 0.71 (0.64–0.79), 0.79 (0.74–0.86), and 
0.89 (0.82–0.95) for one-, three-, and five-year R&M cohorts, respectively. The rankings of 
predictor importance for the CSS and R&M models were different, and the higher model 
accuracy was associated with more prognostic predictors.
Conclusion: Three different ML algorithms for developing prognostic prediction models for 
non-metastatic CRC were compared. The predictive performance results showed that the 
nonlinear XGBoost approach performed best, suggesting that it can be used for quantifying 
the prognostic risk. It was also demonstrated that the model performance can be improved 
when more prognostic predictors are considered.
Keywords: colon cancer, machine learning, extreme gradient boosting, prognostic 
prediction models

Introduction
Colon cancer (CRC) is a common gastrointestinal tumor, ranking fifth in both 
morbidity and mortality worldwide in 2020.1 Although CRC incidence and mor-
tality can be mitigated through appropriate screening and surveillance,2 the societal 
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burden associated with CRC remains heavy3 because these 
advanced methods are typically reserved for younger 
patients who are unencumbered by comorbidities com-
pared to their counterparts of advanced age.4 Non- 
metastatic CRC patients are recommended standard radical 
surgery with or without adjuvant chemotherapy.5 

However, up to 30%–50% of CRC patients under optimal 
treatment still experienced recurrence or metastasis 
(R&M), and the five-year survival rate for advanced 
CRC remains disappointing at approximately 10%.6 

Prognostic prediction in terms of overall survival and 
R&M can help clinicians to develop personalized treat-
ment strategies and prolong survival.

A widely used prognostic tool in clinical practice is tumor, 
lymph node, and presence of metastasis staging system, which 
includes only three factors. However, it is not effective enough 
to reflect the actual patient prognosis,7 since it neglects other 
proven prognostic factors, such as molecular markers8 and 
immunological indicators.9 Thus, several prediction models 
based on the Cox proportional hazards regression10 and logis-
tic regression (LR)11 have been developed in order to address 
the multivariable issues. However, the clinical outcomes and 
multiple predictors may have a nonlinear correlation. These 
linear approaches may cause a phenomenon known as the 
“survival paradox”: T4N0 CRC had a significantly worse 
outcome than T1-2N1 cancer regardless of adjuvant 
chemotherapy,12 which may mislead clinicians into over- or 
underestimating the disease prognosis.13

To deal with these challenges, methods based on machine 
learning (ML), a subfield of artificial intelligence with the goal 
of developing algorithms capable of learning from data 
automatically,14 were used in the present study. ML is able 
to use complex algorithms for large datasets with multidimen-
sional variables to capture high-dimensional, nonlinear rela-
tionships among clinical features to make data-driven outcome 
predictions.15 ML is devoted to the study of how to improve 
the performance of the system itself through computational 
means by using “experience”, which is usually in the form of 
data.16 ML methods have already supplemented clinical deci-
sion making with the goal of reducing the workload of health 
workers.17 This offers great promise in the clinic and has 
influenced the area of clinical research by underscoring the 
value of large datasets.18 Many studies have provided evi-
dence that ML-based models have a higher predictive accu-
racy in prognosis probability of rectal cancer,19 lung cancer,20 

and acute coronary syndrome.21 However, to the best of our 
knowledge, studies on prognosis prediction of non-metastatic 
CRC have been confined to linear methods, such as Cox 

proportional hazards regression,10 whereas LR11 has been 
used for cancer-specific survival (CSS) prediction, and 
a clinical calculator with only six predictors22 has been used 
for R&M prediction. Whether a nonlinear method can provide 
a higher accuracy remains unknown and needs to be 
investigated.

A linear-based approach and two nonlinear-based 
approaches were used for comparison and optimal model 
exploration. Prognostic factors were incorporated into the 
ML models as much as possible in order to precisely 
quantify the prognosis risk. The importance of these prog-
nostic factors for CSS and R&M models were analyzed 
and compared. Reported prognosis predictors from prior 
studies were selected to identify candidates.23 Because 
some variables confirmed as prognostic factors of CRC 
were not present in the Surveillance, Epidemiology, and 
End Results (SEER) database, which was widely used in 
the model studies, a Chinese cohort including additional 
prognostic factors was utilized. The influence of these 
factors on the R&M model performance was analyzed.

Materials and Methods
Data Collection
Data used for constructing the CSS model were obtained 
from the SEER database (www.seer.cancer.gov) of the 
National Cancer Institute (approval number: 11801- 
Nov2020). SEER*Stat software (version 8.3.9) was used to 
extract information from the database. The 8th edition of the 
American Joint Committee (AJCC) was released in 2018, 
but the latest SEER data were also from 2018 and the pre-
view showed no change in classification of non-metastatic 
patients. Thus, the 8th edition of the AJCC staging system 
was used, which was available for patients with CRC diag-
nosed between 2010 and 2013 via histopathological exam-
ination. Ultimately, a total of 94,035 patients from the SEER 
database were identified, of which 15,254 met the inclusion 
criteria and were included in the study.

According to the above criteria, CRC patients from the 
outpatient department of Xiyuan Hospital in Beijing, 
China between February 2008 and June 2021 were used 
for external validation of the CSS model. The data were 
collected based on previous outpatient records, and the 
corresponding clinical characteristics were obtained via 
telephone or outpatient follow-up. This dataset was also 
used to construct and internally validate the R&M model. 
Figure 1 shows the flow chart of the study design.
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Variables and Data Characteristics
CSS Model
The following 11 clinicopathologic variables were used in 
the analysis. Categorical variables included gender, tumor 
site, grade, primary site, invasive tumor depth (T), regional 
nodes examined (>12 or ≤12), perineural invasion, carci-
noembryonic antigen (CEA) level, and adjuvant che-
motherapy. Continuous variables included age at 
diagnosis and regional positive nodes. Many model studies 
convert age into a categorization variable by age 65 or by 
using X-tile software as a cut-off value.24 However, keep-
ing variables continuous is preferable since much more 
predictive information is retained in this manner.25 Tumor 
sites were categorized as right-sided CRC (RCC) or left- 
sided CRC (LCC). RCC included cancers of the cecum, 
ascending colon, hepatic colon, and transverse colon, 
while LCC included cancers of the splenic colon flexure, 
descending colon, and sigmoid colon. The present study 
focused on one-, three- and five-year CSS, defined as the 
interval between diagnosis and death due to cancer or last 

follow-up. “Survival months” and “death status” outcome 
variables were also extracted.

R&M Model
Individuals with pathogenic mutation susceptibility genes 
have a higher risk of CRC.26 Vascular cancer embolus and 
microsatellite instability (MSI) also show definite predic-
tive and prognostic values.27 Thus, MSI status, vascular 
cancer embolus, and family tumor history were added to 
the above 11 predictors. Similar to the CSS model, one-, 
three-, and five-year risk of R&M, defined as the interval 
between diagnosis and R&M or time to final follow-up, 
was the focus of the study. Disease-free survival (DFS) 
was the extracted outcome variable.

Model Development and Feature 
Importance
The datasets were randomly split into training (70%) and 
internal validation (30%) cohorts. An additional external 
validation was further performed using Chinese datasets 

Figure 1 Flow chart of study design.
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for the CSS model. Average scores and 95% confidence 
intervals (CIs) were calculated by performing experi-
ments 100 times. Python was used for implementation 
because it is an open-source library with access to ML 
algorithms.28 LR,29 extreme gradient boosting 
(XGBoost),30 and random forest (RF) regression31 were 
employed to develop prediction models. The LR algo-
rithm is the most commonly used supervised algorithm in 
medical classification.32 LR has been widely applied for 
predicting survival of new cases.33 A layer of function 
mapping was added to the LR for target mapping, such 
that the model performed a linear summation first and 
was then used as the hypothesis function to predict the 
target. RF regression is a widely used ML method, which 
is an ensemble learning method that can handle nonlinear 
problems. The bagging integration strategy uses the deci-
sion tree as a basic unit (submodel). The RF model out-
put is the integration of multiple decision tree model 
outputs. XGBoost is an optimized distributed gradient- 
boosting library designed to be efficient, flexible, and 
portable. It implements ML algorithms under the frame-
work of gradient boosting that solve many data science 
problems in a fast and accurate way.34 Model perfor-
mance was evaluated using the area under the receiver 
operating characteristic curve (AUC),35 and the 95% CIs 
were obtained using 5% and 95% AUCs for 100 experi-
ments. The built-in importance property feature was used 
to investigate the importance of predictors in the RF and 
XGboost models. It was computed as the normalized total 
reduction of the criterion suggested by that feature.

Results
Clinical Outcomes and Patient 
Characteristics
A total of 15,254 patients met the inclusion criteria for 
the CSS model. Different left-censored cases were 
excluded before analysis. Final analysis included 
14,791 patients for the one-year cohort (90 left- 
censored samples), 13,414 patients for the three-year 
cohort (287 left-censored samples), and 11,977 
patients for the five-year cohort (898 left-censored 
samples) (Table 1). Categorical variables were 
reported as counts (%) and continuous variables as 
means or medians. The means for CSS were 72.2 
(standard deviation (SD) = 24.3), 72.8 (SD = 23.8), 
and 73.6 (SD = 24.0) months for one-, three-, and 
five-year cohorts, respectively. A total of 311 cases 
from the Chinese cohort were used for external valida-
tion of the CSS model and construction of the R&M 
model: (1) for external validation of the CSS model: 
CSS means were 45.7 (SD = 24.3), 55.7 (SD = 24.1), 
and 59.5 (SD = 27.8) months for one-year (11 left- 
censored samples), three-year (114 left-censored sam-
ples), and five-year (175 left-censored samples) 
cohorts, respectively (Table 1); (2) for the R&M 
model: DFS means were 31.8 (SD = 25.2), 33.6 (SD 
= 28.4), and 31.8 (SD = 29.8) months for one-year 
(three left-censored samples), three-year (75 left- 
censored samples), and five-year (104 left-censored 
samples) cohorts, respectively (Table 2). Patient selec-
tion flow chart is shown in Figure 2A and B.

Table 1 Study Outcomes of the CSS Model

1-Year Cohort (n=15,164) 3-Year Cohort (n=14,967) 5-Year Cohort (n=14,356)

SEER dataset Death Status

Alive 14,791 (97.54%) 13,414 (89.62%) 11,977 (80.08%)

Dead 373 (2.46%) 1553 (10.38%) 2379 (19.92%)
CSS, months

Mean (SD) 72.2 (24.3) 72.8 (23.8) 73.6 (24.0)

Median [min, max] 76 [4, 107] 76 [4, 107] 77 [4, 107]
1-Year Cohort (n=300) 3-Year Cohort (n=197) 5-Year Cohort (n=136)

External validation Death Status

Alive 295 (98.3%) 161 (81.73%) 86 (63.23%)
Dead 5 (1.7%) 36 (18.27%) 50 (36.76%)

CSS, months

Mean (SD) 45.7 (24.3) 55.7 (24.1) 59.5 (27.8)
Median [min, max] 39.0 [6, 186] 54.0[6, 186] 68.5[6, 186]
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CSS Models
A comparison of the three different ML approaches for the 
CSS model is shown in Figure 3. AUCs for one-year CSS were 
0.86 (0.83–0.88), 0.86 (0.84–0.88), and 0.82 (0.80–0.85) for 
LR, XGBoost, and RF, respectively. The numbers in 

parentheses indicate 95% CIs. The AUC values for the three- 
year cohort were: 0.82 (0.81–0.83) for XGBoost, 0.81 (0.80– 
0.83) for RF, and 0.81 (0.80–0.82) for LR. Similar results were 
found for the five-year cohort, where XGBoost yielded the 
highest AUC value of 0.81 (0.79–0.82), followed by 0.80 

Table 2 Study Outcome of the R&M Model

y 1-Year Cohort (n=308) 3-Year Cohort (n=236) 5-Year Cohort (n=207)

Status (recurrence and/or metastasis)
Yes 80 (25.97%) 142 (60.17%) 149 (71.98%)

No 228 (74.03%) 94 (39.83%) 58 (28.02%)

DFS, months
Mean (SD) 31.8 (25.2) 33.6 (28.4) 31.8 (29.8)

Median [min, max] 24 [1, 110] 22 [1, 110] 18 [1, 110]

Figure 2 (A) Flow chart of included patients (SEER database). (B) Flow chart of included patients (Xiyuan Hospital in Beijing, China).
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(0.79–0.81) for RF, and 0.80 (0.79–0.81) for LR. Overall, 
performance of the XGBoost model was slightly better than 
that of the other two models.

External Validation
Based on the above results, the prognostic performance of 
the XGBoost model was assessed using the external vali-
dation cohort. The one-, three-, and five-year AUCs were 
0.96 (0.93–0.97), 0.71 (0.70–0.73), and 0.68 (0.65–0.70), 
respectively (yellow line in Figure 3).

R&M Models
AUCs for the one-year cohort in the R&M model with 11 
predictors were 0.68 (0.59–0.79), 0.71 (0.64–0.79), and 0.68 

(0.61–0.75) for LR, XGBoost, and RF, respectively 
(Figure 4). For the three-year cohort, XGBoost was still the 
highest at 0.79 (0.74–0.86), followed by RF at 0.78 (0.72– 
0.85) and LR at 0.75 (0.66–0.83). For the five-year cohort, 
XGBoost at 0.89 (0.82–0.95) and RF at 0.88 (0.82–0.95) had 
the best AUCs, followed by 0.81 (0.72–0.90) for LR. The 
impact of prognostic factors on model performance was 
analyzed next. Thus, 11 (the same factors as those in the 
CSS model) and 14 (adding family history, vascular cancer 
embolus, and MSI status) predictors were used to construct 
the R&M model and for comparison. The results showed that 
the AUC values increased slightly when more variables were 
included, suggesting that using more predictors may improve 
the accuracy of the prognostic prediction (Table 3).

Figure 3 Model AUCs for one-, three-, and five-year CSS. The curves for models (logistic regression (LR), extreme gradient boosting (XGBoost), random forest (RF) 
regression and external validation based on XGBoost)) in cancer-specific survival (CSS) of non-metastatic colon cancer. The 45-degree straight line represents that the 
model has similar chances of correctly classifying patients with vs patients without events. AUC=area under the receiver operating characteristic curve.

Figure 4 Model AUCs for one-, three-, and five-year R&M model with 11 predictors. The curves for models (logistic regression (LR), extreme gradient boosting (XGBoost), 
random forest (RF) regression) in recurrence and metastasis (R&M) of non-metastatic colon cancer. The 45-degree straight line represents that the model has similar 
chances of correctly classifying patients with vs patients without events. 
Abbreviation: AUC, area under the receiver operating characteristic curve.
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Importance of Predictors
The importance of 11 predictors was different between the 
CSS and R&M models (Figure 5). For the CSS model, 
T stage, regional positive nodes, and CEA level were the 
top three predictors of importance for the one-, three-, and 
five-year cohorts. For the R&M model with 11 predictors, the 
importance of histological type was the highest, followed by 
that for the CEA level. The rest of the predictors were only 
slightly different. For the R&M model with 14 predictors, the 
most important predictors were histological type, perineural 
invasion, and CEA level (Figure 6), which showed little 
difference from the R&M model with 11 predictors.

Discussion
An individualized clinical prognosis model is vitally 
important for optimal medical treatment decisions and 
consequently patient outcomes.36 In the present study, 
CSS and R&M models for non-metastatic CRC were con-
structed based on ML. They aimed to provide an objective 
estimate of prognostic risk between 0% and 100% and to 
serve as an assistive method to improve clinician perfor-
mance. It has been generally accepted that a model with an 
AUC of more than 0.7 is reflective of a possibly beneficial 
discrimination.37 AUCs of the models in the present study 

were generally greater than 0.7, further confirming the 
significance of this research. The results showed that the 
XGBoost approach was superior to LR and RF, suggesting 
the ability of this nonlinear method to learn complex 
relationships between outcomes and predictors.

The radar plot clearly showed that the predictor 
importance varied between the CSS and R&M models. 
For the CSS model, T stage, regional positive nodes, and 
CEA level were the three most important predictors. 
These results are consistent with those of previous stu-
dies. It has been shown that T staging has a significant 
weight in prognosis. Therefore, a T-plus staging system 
for non-metastatic CRC has been proposed.11 The num-
ber of positive nodes is independently associated with 
improved long-term survival,38 while survival for 
patients without examined regional nodes was worse.39 

Preoperative CEA level is a reliable tumor marker for 
the management and monitoring of CRC and has been 
shown to be an independent prognostic indicator of over-
all survival at all stages of cancer.40 A rise in CEA level 
is often the first signal of recurrence.

The predictor importance rank was roughly the same 
for the one-, three-, and five-year cohorts in the CSS 
model. Histological type accounted for the largest 

Table 3 AUCs of Various Predictors in R&M Model

ML 1-Year 3-Year 5-Year

LR 11 predictors 0.68 (0.59–0.79) 0.75 (0.66–0.83) 0.81 (0.72–0.90)
14 predictors 0.68(0.59–0.77) 0.74 (0.65–0.83) 0.81 (0.71–0.91)

XGBoost 11 predictors 0.71 (0.64–0.79) 0.79 (0.74–0.86) 0.89 (0.82–0.95)

14 predictors 0.72 (0.64–0.79) 0.80 (0.74–0.88) 0.89 (0.83–0.96)
RF 11 predictors 0.68 (0.61–0.75) 0.78 (0.72–0.85) 0.88 (0.82–0.95)

14 predictors 0.70 (0.63–0.78) 0.78 (0.72–0.85) 0.89 (0.83–0.95)

Figure 5 Radar plot for importance of predictors in CSS and R&M models with 11 predictors. 
Abbreviations: T, tumor; CEA, carcinoembryonic antigen; CSS, cancer-specific survival; R&M, recurrence and metastasis.
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proportion of the predictor importance in the R&M model. 
Mucinous adenocarcinoma has been shown to have 
a higher risk of metastasis, and its cure rate and five-year 
overall survival are significantly lower than those of other 
pathological types.41 For the R&M model, the importance 
of histological type rises over time. There are several 
possible reasons to explain the comparable predictor 
importance between the CSS and R&M models. First, 
when the original data for the R&M model were traced, 
only two types of pathological types were present: non- 
mucinous adenocarcinoma (78%) and mucinous adenocar-
cinoma (22%). In addition, the majority of patients in the 
T stage belong to T3 (66.7%). These samples are extre-
mely non-uniform and may have an impact on the model’s 
performance. The second reason is that the datasets were 
relatively small, which may affect the predictors 
importance.

Transportability is thus a critical model requirement,42 

which is vital for evaluating predictive models and their 
performance in clinical applications.43 In the present study, 
the CSS model did not only demonstrate a relatively high 

AUC value, but also showed a generalization ability when 
using a Chinese cohort for external validation. Due to 
unbalanced samples in the one-year validation dataset, 
the results of external validation for the one-year model 
were much better compared to the three- and five-year 
models. The characteristics reflected in any model are 
based on the developed dataset, so the model’s perfor-
mance may be lower when it is used on a new dataset.44 

It was also noted that the higher model accuracy was 
associated with using more prognostic predictors. How to 
synthesize these prognostic factors to construct a new 
generation of CRC prediction systems would be an impor-
tant problem to investigate in the future. Moreover, no 
improvement was observed when using the LR model, 
which implied that it has limitations associated with 
abstract predictive information in multiple predictors.

The small sample size of the R&M model was the main 
limitation of the present study. Although no clear consensus 
exists for the best method for constructing models, it is 
widely agreed that sufficient and high-quality datasets are 
critical to avoid overfitting.45 In the future, more outpatients 

Figure 6 Radar plot for importance of predictors in R&M model with 14 predictors. 
Abbreviations: T, tumor; CEA, carcinoembryonic antigen; CSS, cancer-specific survival; R&M, recurrence and metastasis; MSI, microsatellite instability.
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should be included to increase sample size. Bias in collecting 
clinical information from patients in retrospective studies is 
another limitation in the present study. A prospective cohort 
can be included to reduce this bias in further investigations.46

Conclusion
CSS models based on the SEER database were developed 
in the present study and validated using a cohort from 
Xiyuan hospital in China. The R&M models were also 
built based on the ML methods in this cohort. Three ML- 
based approaches were used to construct CSS and R&M 
models for non-metastatic CRC. All models demonstrated 
reliable results with AUC values that were generally 
greater than 0.7. The XGBoost approach was found to 
be superior to the LR and RF approaches, indicating that 
sophisticated nonlinear methods can improve prediction 
accuracy compared to linear methods. By investigating 
the predictor importance, T stage, regional positive nodes, 
and CEA level were found to be the three most important 
predictors for the CSS model. The histological type and 
CEA level were more important for the R&M model. It 
was also revealed that model performance improves when 
more clinical factors were considered. Overall, the study 
results suggest that the prognostic prediction models 
should include more clinical factors and up-to-date ana-
lytical methods. Further studies are needed to develop 
these models for use in daily practice.
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