The interpretation of protein structures based on graph theory and contact map
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Purpose: The analysis of a protein’s structure allowing detailed exploration of the protein’s biological function is one of the most challenging problems in bioinformatics. There are efficient algorithms to calculate main properties of a protein structure, such as packing density, buried or surface residues, and accessible surface area. But these algorithms need the three-dimensional (3D) coordinates of the proteins.

Methods: We used the contact map of a protein to construct a graph. By considering several features of the corresponding graph, we proposed some algorithms to discuss the above-mentioned properties of a protein. We also introduced a new measure for the hydrophobicity of an amino acid by defining an average degree for the amino acid as a vertex on the graph.

Results: We compared our results with those obtained by some other existing algorithms. We found strong correlations between the popular methods, which use 3D coordinates, and our methods, which only use a predicted contact map.

Conclusion: Many features of a protein can be predicted without having 3D coordinates, based on the contact map of the protein. The programs are freely available from http://www.bioinf.cs.ipm.ir/softwares/asa/asa.rar.
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Introduction
Proteins are linear chains that fold into characteristic shapes and features. It is widely believed that the three dimensional (3D) structure of a protein is the key to how this molecule carries out its biological function. To determine a protein’s function, we need to analyze its structure.

Two main parameters used to determine a protein’s structure are the measurements of occupied volume and volume of voids inside the protein molecule that provide information on the protein’s stability.1–3 There are different geometrical methods used to calculate the protein occupied volume. Richards used the Voronoi diagram to compute the occupied volume of a protein.4 A Voronoi diagram is a geometric construction that is used to measure the packing density of a protein.4,6

The packing density of a protein is measured by the ratio of the protein’s van der Waals volume to the occupied volume.5,7 Packing density is a main feature of a protein’s structure. Several studies have been conducted to analyze this feature.8–13 In addition, functional roles of a protein molecule are determined by the interactions of the protein with other molecules. Physical interactions occur on the surface of the protein. Therefore, the identification of the surface of the protein is fundamental when studying the protein.
structure. Lee and Richards recognized the importance of the protein surface. They developed the widely used solvent-accessible surface model. The solvent-accessible surface is obtained by rolling a ball of radius \(r\) around the van der Walls surface of each residue. The computation of the surface area of a protein is always a difficult and time-consuming task. Recently, several analytical and numerical algorithms have been developed. Braun et al presented a complete review on several methods and algorithms.

The elucidation of a residue location in a protein is one of the most central problems that used the accessible surface area. The buried residues within a protein are almost hydrophobic residues which assemble in the protein interior. The accessible surface area in these residues is lower than others.

One-dimensional (1D) sequences are easily understood, but recognizing a 1D string does not tell us enough about the overall features and functions of a protein. We need a way to extract the information of a protein, without having the 3D coordinates of the protein. Recently, different approaches have been introduced to predict the contact map of a protein. In this paper, we introduce two algorithms by using the contact map predicted by the PoCM algorithm. The first algorithm generates a polymer with the maximum packing density for a given protein. Using the packed polymer, we determine the packing density of a molecule. The second algorithm (HYDCORE: hydrophobic core algorithm) is based on graph theory. We determine the core of a protein as a subgraph which has a large average score. In addition, we obtain the accessible surface area of each atom, only by using the contact map of a protein and some statistical information in the dataset. Because of strong correlations between the popular methods of calculating the accessible surface by using the 3D coordinates of each atom, we compared our results with these obtained from GETAREA (http://www.scsb.utmb.edu/). In general, despite the high difference in rationale behind our method and GETAREA, our results are almost the same as the solvent accessible surface area reported in GETAREA.

Furthermore, by using the fact that the hydrophobic groups tend to be assembled in the center of a protein, we scale amino acids corresponding to their hydrophobic properties.

**Material and methods**

In this section, we introduce some algorithms to determine the main features of a protein from its contact map using properties of graph theory.

### Preliminaries

#### Contact maps

A contact between two given atoms (or residues) exists when a certain distance is below a given threshold. The distance between two residues may be defined by the distance between two carbon alpha (\(C_a\)) atoms, or between two carbon beta (\(C_b\)) atoms, or it may be the minimum distance between any pair of atoms belonging to the side chain or to the backbone of two residues.

Let \(P\) be a protein with \(n\) atoms (or residues), which are labeled 1, 2, ..., \(n\). The Euclidean distance between two atoms \(i\) and \(j\) is denoted by \(d(i, j)\). We define the contact map of the protein as a matrix \(T = (t_{ij})_{1 \leq i, j \leq n}\) where \(t_{ij} = 0\) and \(i \neq j\).

\[
t_{ij} = \begin{cases} 
1 & \text{if } D_{\text{Cutoff}}, \\
0 & \text{otherwise.}
\end{cases}
\]

#### Some aspects of graph theory

Let \(G = (V, E)\) be a graph in which \(V\) denotes the set of vertices, \(E\) denotes the set of edges, and \(|V(G)| = n\). Two vertices \(u\) and \(v\) of \(G\) are called adjacent, or neighbors, if \(uv\) is an edge of \(G\). The degree \(d(v)\) of a vertex \(v\) is defined as the number of neighbors of \(v\). The average degree of \(G\) is defined by

\[
d(G) = \frac{1}{n} \sum_{v \in V(G)} d(v).
\]

Let \(\eta: V(G) \times V(G) \to [0, 1]\) be a score function. We define \(\text{score}(v)\) and \(\text{score}'(v)\) of a vertex \(v\) in \(G\) by

\[
\text{Score}_G(v) = \sum_{u \in V(G)} \eta(v, u),
\]

\[
\text{score}_G(v) = \sum_{u \in V(G)} (\eta(v, u) + \eta(u, v)).
\]

The average score of \(G\) is defined by

\[
\text{score}(G) = \frac{1}{n} \sum_{v \in V(G)} \text{score}_G(v).
\]

Suppose \(s(G) = \text{score}(G)/2\). It is clear that if a graph has a large minimum score, then it also has a large average score. It should be noted that the average score may be large even when its minimum score is small. However, the vertices of large score may not be distributed uniformly among all vertices. It is a classic algorithm of graph theory (its proof is similar to the proof of theorem 1.2.2) that every graph \(\tilde{G}\) with at least one edge has a subgraph \(H\) with
min_{\epsilon \in \mathbb{R}} \text{score}_H^1(\epsilon) > \epsilon(G) \geq \epsilon(G) \quad (1)^{24}

This theorem implies that every graph \( G \) could have a subgraph \( H \) with the minimum score greater than \( \epsilon(G) \).

A protein can be considered as a graph \( G = (V, E) \), for which each vertex \( v \in V \) represents a residue of the protein and each \( v' \in E \) represents a contact between two residues \( v \) and \( v' \). On the other hand, there is an edge \( v \in E \), if \( t_1 = 1 \).

By degree of a residue (atom) in a protein, we mean the degree of this amino acid (atom) in its corresponding graph.

The measurement of packing density

It is well known that each amino acid is approximated by a ball of radius 1.7\( \text{Å} \). Since two consecutive residues could be overlapped, a residue is considered a ball of radius 1.5\( \text{Å} \).\(^{25}\)

Step 1: Generating an approximately maximum compact polymer

The maximum packing density polymer is defined as a protein with the approximate maximum number of contacts.

We generate a polymer of length \( n \), say \( C_r \), inside the sphere with the minimum radius, for which each residue has the maximum number of neighbors.

Assume that \( O \), the 3D location of the center of the first monomer, is the origin of the coordinates. We find the centers of all external tangent balls to the first sphere.

Let \( \theta = \arcsin(1.5/3) \), where \( 2 \theta \) is the minimum angle between two vectors, starting from \( O \) and ending up in the centers of neighboring balls in each longitude. Therefore, the maximum number of balls for each longitude is approximately \( N = [180/2\theta] \).

For each latitude with radius \( R^* \), the minimum angle between two vectors starting from \( O \) and ending up in the centers of neighboring balls is \( 2\beta \) where \( \beta = \arcsin(1.5/R^*) \). Then, the maximum number of balls on each latitude is \( [360/2\beta] \).

Now, suppose \( k \) balls, \( k < n \), of radii 1.5\( \text{Å} \) are located within the sphere of radius \( r \). Similar to the above case, it could be shown that for each longitude, the minimum angle between two line segments drawn from \( O \) to the centers of the two neighboring balls located on the surface of the sphere of radius \( r \) is \( 2\theta \), where \( \theta = \arcsin(1.5/1.5 + r) \).

For each latitude with radius \( R^* \), the minimum angle between two lines starting from \( O \) and ending up in the centers of neighboring balls is \( 2\beta \) where \( \beta = \arcsin(1.5/R^*) \).

So, the maximum number of balls on each latitude is \( 360/2\beta \). The above process terminates if \( n \) balls are located in a sphere that has a high packing density.

Step 2: Calculation of packing density

Let \( P \) be a protein with \( n \) residues, and \( T \) be its contact map of \( P \), and \( G \) be a graph corresponding to \( P \). We generate an approximate maximum packing polymer \( C \) with \( n \) residues.

Let \( G \) be the graph corresponding to \( C \). We define the packing density of \( P, P' \) as the number of edges of the graph \( G \) divided by the number of the edges of the graph \( G' \). Formally, the packing density of the protein is denoted by

\[
P_d = \frac{|E(G)|}{|E(G)|_{\text{max}}},
\]

where \(|E|\) is the size of the set of the edges of a graph \( G \).

Since the number of edges of graph \( G \) is at most \( n(n-1)/2 \), we can obtain the packing density of a protein by an algorithm of order \( O(n^2) \).

Definition of surface and buried residues in a protein

In this section, the new algorithm, HYDCORE, is presented to predict surface and buried residues from an input contact map. HYDCORE contains two main steps. In the first step, we define a score function \( \eta \), and in the second step we obtain the subgraph \( H \) that satisfies in (4) to predict buried and surface residues.

In the first step, for every two amino acids, \( u, v \in \{1, 2, \ldots, 20\} \), we define a matrix \( P = (p(u, v))_{1 \leq u, v \leq 20} \) by

\[
p(u, v) = \frac{1}{2} \left( 1 - \sqrt{R_u^2 + 2R_uR_v - R_v^2} \right),
\]

where \( R_u \) is the radius of the sphere that has its surface area equal to the surface area of amino acid \( u \) extracted from DSSP.

The value \( p(u, v) \) is the ratio of the surface area of an amino acid \( u \) which is covered by the amino acid \( v \) when the sphere of these amino acids are tangent to each other (see Figure 1).

Let \( G \) be the corresponding graph of a contact map. The score function \( \eta \) for \( G \) is defined by

\[
\eta(i, j) = p(u, v),
\]

where \( u \) and \( v \) are two amino acids corresponding to residues \( i \) and \( j \) of the sequence of the protein.

We seek to find a subgraph \( H \) of \( G \) satisfying the following process. Let \( G_0 = G \) and \( v_i \) be a vertex of \( G \) with minimum \( \text{score}^1 \). If \( \text{score}^1_{G_0}(v_i) \leq \epsilon(G_0) \), then consider \( G_1 = G_0 - v_i \), otherwise \( H = G_0 \). Construct a sequence

\[
G = G_0 \supseteq G_1 \supseteq \ldots \supseteq G_i
\]

of subgraphs of \( G \).
If \( G_i \) has a vertex \( v_j \), such that
\[
\text{score}_{G_{i}}(v_j) = \varepsilon(G_{i-1}),
\]
then \( G_{i+1} = G_i - v_j \); otherwise consider \( H = G_i \). This process stops when there are no vertices \( v_j \) in \( G_i \) such that
\[
\text{score}_{G_{i}}(v_j) = \varepsilon(G_{i}).
\]

Now we use the subgraph \( H \) to identify the buried and surface residues. The vertices of \( H \) which have the score of at least \( \text{score}(H) \) will be considered as the buried residues, and the vertices of \( G - H \) are considered as surface residues.

### Calculation of accessible surface area for each atom

In this section, we first define two radii for two contact atoms \( i \) and \( j \) in a way that these atoms with the defined radii are expected not to overlap.

Let \( d_{ij}, d_{i2}, \ldots, d_{in} \) be the distances between two contact atoms, \( i \) and \( j \), in all proteins in the dataset. We define
\[
r_{ij} = \frac{1}{m} \sum_{k=1}^{m} \frac{d_{ij} R_k}{R_i + R_j},
\]
where \( R_i \) is the radius of the atom \( i \).

Let \( P \) be a protein with \( N \) atoms and \( G \) be its corresponding graph with respect to atom contact map of \( P \). Let \( S = \{i_1, i_2, \ldots, i_n\} \) be the set of the atoms in contact with \( i \).

Suppose \( r_i = \min\{r_{i1}, r_{i2}, \ldots, r_{in}\} \). We define the occupied surface area of \( i \) as
\[
O_i = \sum_{k=1}^{n} 2\pi r_k^2 \left( 1 - \frac{\sqrt{r_k^2 + 2r_i r_{ik}}}{r_i + n_{ik}} \right).
\]

We define the accessible surface area of the atom \( i \) by
\[
\text{ASA}(i) = \begin{cases} 
0 & \text{if } 4\pi r_i^2 < O_i; \\
4\pi r_i^2 - O_i (4\pi r_i^2/4\pi r_i^2) & \text{otherwise}.
\end{cases}
\]

### Generating a random contact map of a protein

When we analyze the contact map of a protein, we can calculate the number of contacts between two amino acids \( u \) and \( v \) of a protein \( P \) by \( f_{uv}(P) \). Therefore the probability of having a contact between \( u \) and \( v \) is defined by
\[
\text{Prob}_{u,v} = \frac{\sum_{P \in \text{Dataset}} f_{uv}(P)}{\sum_{P \in \text{Dataset}} n_u(P)n_v(P)},
\]
where \( n_u(P) \) is the number of amino acid \( u \) in a protein \( P \).

Let \( V \) be a fixed set of \( n \) residues of a protein, say \( V = \{1, 2, \ldots, n\} \). We would like to generate a graph \( G \), such that each vertex corresponds to a residue and the adjacency matrix corresponds to a contact map of the protein. Intuitively, we generate \( G \) randomly as follows:
First, we define the probability that the adjacency matrix of the graph is a contact map of a protein, by

$$\text{Prob}_{G_i} = \frac{\text{good}_{\text{vertex}}}{\text{good}_{\text{vertex}}} \cdot \ell,$$

where $\text{good}_{\text{vertex}}$ is the number of vertices that have degrees between the maximum and minimum degree (see Table 1).

For each edge $e = i \in E(G)$, we decide whether or not $e$ could be an edge of $G$; if $x > \text{Prob}_{G_{i \times E(x)}}$ where $x$ is the random number chosen from the interval [0, 1], we accept $e$ as an edge of $G$.

Let $\ell$ be a fixed number between 0 and 1, and $G_0, G_1, ..., G_i$ be the sequence of random graphs, such that $\text{Prob}_{G_i} < \ell (i = 1, ..., t)$. Randomly choose vertex $i$ of graph $G_i$ and remove all adjacent edges to $i$. The new graph $G^*$ is constructed by adding some new edges to $i$ obtained by the random experiments. If $\text{Prob}_{G_i} < \text{Prob}_{G^*}$, then $G_{i+1} = G^*$, otherwise repeat the last step. The algorithm stops if $\text{Prob}_{G_i} \geq \ell$.

**Results**

**Dataset**

A representative set of X-ray protein structures with resolution $<1.7\AA$ is gathered from the Protein Data Bank (PDB) by using the advanced search in RCSB (http://www.rcsb.org). The structures with more than 40% similarity in sequence are excluded. Taking these criteria into account, 1988 proteins were selected.

**Performance evaluation measures**

There are many studies that identify buried or surface residues. These algorithms require a 3D structure to find the location of residues of a protein, while our results about the location of residues are based on the contact map of the protein. However, to evaluate the performance of our method, we compared the predicted surface and buried residues with surface and buried residues reported by DSSP. We use two known measures of agreement, $A$, between two methods is another measure used in this paper. Agreement is defined as the number of residues for which both methods agree ($TP + TN$), divided by the total number of residues.

$$A = \frac{TP + TN}{TP + TN + FP + FN}$$

**Observations**

**D cutoff threshold**

The minimum Euclidean distance between two consecutive residues will be assumed to be $3\AA$. Also, the maximum Euclidean distance between two contact residues is assumed to be $9\AA$. $9\AA$ is chosen, because any amino acid could not be able to locate between two contact amino acids. We first change $D_{\text{cutoff}}$ threshold between $3 - 9\AA$ for two $C_\alpha$ atoms to obtain different contact maps. Figure 2 shows the standard deviations of packing densities of all proteins in the dataset for different $D_{\text{cutoff}}$ thresholds. We find that $D_{\text{cutoff}} = 8\AA$ yields the highest standard deviation of packing densities. Therefore $D_{\text{cutoff}} = 8\AA$ could be used to distinguish proteins.

**Statistical analysis**

It is well known that the number of contacts relates linearly to the chain length. The slope of the linear relation depends only on how a contact map is defined. Using $C_\alpha$ atoms and $8\AA$ as cutoff distance, the number of contacts in a compact globular protein is approximately three times the length of the protein, with a relatively small standard deviation of $\pm 0.4$. In Table 1, some of the descriptive statistics of each amino acid are presented.

**Packing density**

Figure 3 shows the correlation of the packing density, $P_x$, with the number of residues in real proteins. We find that $P_x$ decreases when the number of residues increases. The short-chain protein has a higher packing density, which is from 0.5 to 0.65, and the proteins with length of at least 175 residues have packing densities near to 0.53.

Now, for each protein with $n$ residues, we generate an $n \times n$ random contact map. Figure 4 shows the correlation of $P_x$ with the number of residues in both the actual and random proteins. In Table 2, some of the descriptive statistics

---

**Table 1** The summary of some statistics of each amino acid

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>A</th>
<th>R</th>
<th>N</th>
<th>D</th>
<th>C</th>
<th>Q</th>
<th>E</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.7</td>
<td>4.8</td>
<td>5</td>
<td>4.9</td>
<td>6.9</td>
<td>4.7</td>
<td>4.7</td>
<td>5.2</td>
<td>5</td>
<td>5.7</td>
</tr>
<tr>
<td>Minimum</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Maximum</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>L</th>
<th>K</th>
<th>M</th>
<th>F</th>
<th>P</th>
<th>S</th>
<th>T</th>
<th>W</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.6</td>
<td>4.5</td>
<td>6</td>
<td>6.2</td>
<td>4.4</td>
<td>5.1</td>
<td>5.2</td>
<td>5.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Minimum</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Maximum</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
</tr>
</tbody>
</table>

These measures are based on the relation between the number of residues correctly assigned positive ($TP$), the number of residues correctly assigned negative ($TN$), the number of residues incorrectly assigned positive ($FP$), and the number of residues incorrectly assigned negative ($FN$).
Figure 2 The $D_{\text{cutoff}}$ threshold versus standard deviation of packing densities.

Figure 3 The relation between packing density and the number of residues of proteins.

Figure 4 Packing density versus the number of residues of actual (real) and randomly constructed proteins.
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### Table 2: The summary of descriptive statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Quartile1</th>
<th>Median</th>
<th>Quartile3</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>0.4851</td>
<td>0.0008</td>
<td>0.3883</td>
<td>0.4663</td>
<td>0.4831</td>
<td>0.501</td>
<td>0.6037</td>
</tr>
<tr>
<td>Random</td>
<td>0.1704</td>
<td>0.0006</td>
<td>0.1221</td>
<td>0.1531</td>
<td>0.1696</td>
<td>0.1852</td>
<td>0.2795</td>
</tr>
</tbody>
</table>

**Abbreviation:** SD, standard deviation.

are presented. It is concluded that the packing density of a protein is an important parameter for differentiating actual contact maps from randomly constructed contact maps. Figure 5 shows the packing density plotted against the total surface area of each protein in the dataset. This figure supports the reverse relationship between total accessible surface area and packing density.

**Calculation of hydrophobicity in protein**

Calculation of hydrophobicity of a protein is considered as one of the most important properties in determining biological function. There are several legitimate ways to determine the hydrophobicity of a protein. In this section, a new scale of hydrophobicity is introduced, which we call SBG (scale based on graph theory).

It is known that the residues in protein cores have higher degrees than surface amino acids, and also that the hydrophobic residues tend to sit in the core of a protein to avoid water. Therefore, we expect that the hydrophobic residues have higher degrees than hydrophilic ones. We are interested in scaling each amino acid according to its average degree. We defined the total degree of each amino acid $i$ as the sum of the degree of amino acid $i$ in all proteins in the dataset. The total average degree of $i$ is defined by the ratio of the total degree $i$ to its frequency in the dataset. Figure 6 shows the total average degrees for each amino acid in dataset.

We consider the total average degree of each amino acid as the scale of hydrophobicity properties. The higher average degree of an amino acid implies the higher tendency for being in the core of a protein. We sort the amino acids from the highest total average degree to the lowest total average degree. In Table 3, we present our scales and other scales obtained by different methods. In general, despite the different rationales behind our method and those popular methods, there is a strong correlation between them. In fact, using the Spearman correlation coefficient, we conclude our method generally has more correlation with other existing methods (with minimum correlation of 0.782).

**Testing for accuracy**

In this section, we only select the structures with less than 25% similarity of sequences. In this work, we introduce a
new algorithm, HYDCORE, to predict the location – surface or core – of each residue of a protein. The PoCM algorithm is first used to predict the contact map of the protein before HYDCORE is run. To check the validity of our method, we compared our results predicted by HYDCORE with the results reported by DSSP. Tables 4 and 5 show the results of these comparisons. According to DSSP, the residues with the percentages of accessible surface area lower than $k\%$ are identified as the buried residues, and the residues with the percentages of accessible surface area greater than $k\%$ are identified as residues located on the surface, named surface amino acids. We find that there is a strong correlation between HYDCORE and DSSP for buried and surface residues in $k = 15\%$ and $k = 80\%$, respectively. We also use 3D coordinates to calculate the contact map of the protein before our method is run. Tables 4 and 5 reveal that the results of our method has considerable agreement to the results using the predicted contact map. So, the more accurate the contact map prediction, the more accurate the HYDCORE we obtain.

Table 3 The scale of hydrophobicity properties. Comparison of the SBG scale of the dataset with other scales

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>SBG scale</th>
<th>Kyte, Doolittle$^{34}$</th>
<th>Engelman et al$^{31}$</th>
<th>Eisenberge et al$^{30}$</th>
<th>Hopp, Woods$^{32}$</th>
<th>Cornette et al$^{39}$</th>
<th>Rose et al$^{35}$</th>
<th>Janin$^{33}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>6.74</td>
<td>2.5</td>
<td>—1</td>
<td>4.1</td>
<td>0.29</td>
<td>0.91</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>5.83</td>
<td>2.8</td>
<td>—2.5</td>
<td>4.4</td>
<td>1.19</td>
<td>0.88</td>
<td>0.5</td>
<td>3.7</td>
</tr>
<tr>
<td>M</td>
<td>5.8</td>
<td>1.9</td>
<td>—1.3</td>
<td>4.2</td>
<td>0.64</td>
<td>0.85</td>
<td>0.4</td>
<td>3.4</td>
</tr>
<tr>
<td>W</td>
<td>5.76</td>
<td>—0.9</td>
<td>—3.4</td>
<td>1</td>
<td>0.81</td>
<td>0.85</td>
<td>0.3</td>
<td>1.9</td>
</tr>
<tr>
<td>V</td>
<td>6.08</td>
<td>4.2</td>
<td>—1.5</td>
<td>4.7</td>
<td>1.08</td>
<td>0.86</td>
<td>0.6</td>
<td>2.6</td>
</tr>
<tr>
<td>I</td>
<td>5.81</td>
<td>4.5</td>
<td>—1.8</td>
<td>4.8</td>
<td>1.38</td>
<td>0.88</td>
<td>0.7</td>
<td>3.1</td>
</tr>
<tr>
<td>A</td>
<td>5.81</td>
<td>1.8</td>
<td>—0.5</td>
<td>0.2</td>
<td>0.62</td>
<td>0.74</td>
<td>0.3</td>
<td>1.6</td>
</tr>
<tr>
<td>L</td>
<td>5.76</td>
<td>3.8</td>
<td>—1.8</td>
<td>5.7</td>
<td>1.06</td>
<td>0.85</td>
<td>0.5</td>
<td>2.8</td>
</tr>
<tr>
<td>Y</td>
<td>5.73</td>
<td>—1.3</td>
<td>—2.3</td>
<td>3.2</td>
<td>0.26</td>
<td>0.76</td>
<td>—0.4</td>
<td>—0.7</td>
</tr>
<tr>
<td>G</td>
<td>5.46</td>
<td>—0.4</td>
<td>0</td>
<td>0</td>
<td>0.48</td>
<td>0.72</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>T</td>
<td>5.45</td>
<td>—0.7</td>
<td>—0.4</td>
<td>—1.9</td>
<td>—0.05</td>
<td>0.7</td>
<td>—0.2</td>
<td>1.2</td>
</tr>
<tr>
<td>S</td>
<td>5.45</td>
<td>—0.8</td>
<td>0.3</td>
<td>—0.5</td>
<td>—0.18</td>
<td>0.66</td>
<td>—0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>N</td>
<td>5.08</td>
<td>—3.5</td>
<td>0.2</td>
<td>—0.5</td>
<td>—0.78</td>
<td>0.63</td>
<td>—0.5</td>
<td>—4.8</td>
</tr>
<tr>
<td>H</td>
<td>5.34</td>
<td>—3.2</td>
<td>—0.5</td>
<td>0.5</td>
<td>—0.4</td>
<td>0.78</td>
<td>—0.1</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>5.07</td>
<td>—3.5</td>
<td>3</td>
<td>—3.1</td>
<td>—0.9</td>
<td>0.62</td>
<td>—0.6</td>
<td>—9.2</td>
</tr>
<tr>
<td>R</td>
<td>5.02</td>
<td>—4.5</td>
<td>3</td>
<td>1.4</td>
<td>—2.53</td>
<td>0.64</td>
<td>—1.4</td>
<td>—12.3</td>
</tr>
<tr>
<td>E</td>
<td>4.84</td>
<td>—3.5</td>
<td>3</td>
<td>—1.8</td>
<td>—0.74</td>
<td>0.62</td>
<td>—0.7</td>
<td>8.2</td>
</tr>
<tr>
<td>Q</td>
<td>5.01</td>
<td>—3.5</td>
<td>0.2</td>
<td>—2.8</td>
<td>—0.85</td>
<td>0.62</td>
<td>—0.7</td>
<td>4.1</td>
</tr>
<tr>
<td>K</td>
<td>4.77</td>
<td>—3.9</td>
<td>3</td>
<td>—3.1</td>
<td>—1.5</td>
<td>0.52</td>
<td>—1.8</td>
<td>—8.8</td>
</tr>
<tr>
<td>P</td>
<td>4.8</td>
<td>—1.6</td>
<td>0</td>
<td>—2.2</td>
<td>0.12</td>
<td>0.64</td>
<td>—0.3</td>
<td>—0.2</td>
</tr>
</tbody>
</table>

Abbreviation: SBG, scale based on graph theory.
To calculate accessible surface area of each atom of a protein, we present a method based on the atom contact map of a protein. We compared our results with the results of GETAREA. Let $\mu_0$ and $\mu_1$ be the means of our results and GETAREA results, and $h_0$ be the assumption of $\mu_0 = \mu_1$, respectively, and $h_1$ be the null hypothesis that $\mu_0 \neq \mu_1$. We found that the prob($h_1|h_0$) is about 0.039. With a type 1 error of 5%, we reject the null hypothesis. It is shown that the results of our method and the GETAREA method are usually similar; however, we found these results by using the contact map and GETAREA using 3D coordinates. This test is done for the several proteins based on the contact map computed by the 3D structure of the protein.

The other test for the performance of this method is done by calculating the time of our algorithm. It is clear that our algorithm is a fast algorithm. This algorithm is of the order $O(n^2)$, where $n$ is the number of vertices of the graph corresponding to a contact map.

### Conclusion

In the first part of this work, we introduce a new measure to compute the packing density of a protein using the corresponding contact map. The correlation of the packing density with the number of residues is shown in Figure 3. We also plot packing density against total surface area in Figure 5. It is revealed that there exists a reversed relationship between them.

In the second part of this work, we proposed HYDCORE to assign surface or buried residues, using the predicted contact map of a protein. With HYDCORE, the score of each residue is calculated from the adjacent vertices in the corresponding graph. The score of a residue indicates the surface area of that amino acid occupied by adjacent residues. Therefore, the score value of a residue can be used as a parameter to describe the occupied surface of a residue. So, the lower score of an amino acid implies the lower probability of being in the core of a protein. We expected

### Table 4 Comparison of buried residues obtained by HYDCORE and DSSP

<table>
<thead>
<tr>
<th>Setting</th>
<th>TP</th>
<th>TN</th>
<th>Fp</th>
<th>FN</th>
<th>Sn</th>
<th>Sp</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>1</td>
<td>12883</td>
<td>25664</td>
<td>10699</td>
<td>3070</td>
<td>0.807</td>
<td>0.705</td>
</tr>
<tr>
<td>2%</td>
<td>1</td>
<td>14263</td>
<td>26993</td>
<td>19370</td>
<td>6909</td>
<td>0.894</td>
<td>0.742</td>
</tr>
</tbody>
</table>

**Note:** $H$ refers to HYDCORE’s results obtained by using the PoCM algorithm to predict the contact map, and 2 refers HYDCORE’s results obtained by using 3D coordinates to predict the contact map.

**Abbreviations:** HYDCORE, hydrophobic core algorithm; DSSP, definition of secondary structure of proteins.

### Table 5 Comparison of surface residues obtained by HYDCORE and DSSP

<table>
<thead>
<tr>
<th>Setting</th>
<th>TP</th>
<th>TN</th>
<th>Fp</th>
<th>FN</th>
<th>Sn</th>
<th>Sp</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>1</td>
<td>1213</td>
<td>46873</td>
<td>3508</td>
<td>722</td>
<td>0.626</td>
<td>0.930</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1471</td>
<td>46571</td>
<td>3810</td>
<td>464</td>
<td>0.760</td>
<td>0.924</td>
</tr>
</tbody>
</table>

**Note:** $H$ refers to HYDCORE’s results obtained by using the PoCM algorithm to predict the contact map, and 2 refers HYDCORE’s results obtained by using 3D coordinates to predict the contact map.

**Abbreviations:** HYDCORE, hydrophobic core algorithm; DSSP, definition of secondary structure of proteins.

![Figure 7](https://www.dovepress.com/)

**Figure 7** A part of the protein of lambda exonuclease (PDB code: 1AVQC, residues 69–79) and scores value of its residues in graph $G$ calculated by HYDCORE. Residue 77 has a high score value and locates in the subgraph $H$, but its score value is not higher than score($H$) = 0.758.

**Abbreviations:** PDB, Protein Data Bank; HYDCORE, hydrophobic core algorithm.
not to see any residue with a high score value in the surface amino acids.

HYDcore finds two subgraphs $H$ and $G$-H of G. The subgraph $G$-H includes the vertices with low score values; therefore, the residues in subgraph $G$-H reside on the surface of a protein. Figure 7 shows a part of the protein surface of lambda exonuclease (PDB code 1AVQ, residues 69–79). The score values of all residues except for residue 77 are lower than the average score value, thus we expect that these residues are located on the protein surface.

According to our algorithm, all residues in $H$ with score value greater than $\text{score}(H)$ are identified as a hydrophobic core. For example, as shown in Table 6, all residues in part of Trehalose repressor from Escherichia coli (PDB code 1BYK, residues 279–283) except the residue 281 have the score values greater than $\text{score}(H)$. Therefore, by this parameter we expect these residues to be in hydrophobic cores and the residue 281 with the score value 0.5198 is known as a nonhydrophobic residue.

We also present a new sale to sort the amino acids corresponding to hydrophobicity properties. We compare our scale and other scales obtained by different methods. We show that there are strong agreements between them.
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