Supervised Machine Learning Predictive Analytics For Triple-Negative Breast Cancer Death Outcomes
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Objective: To use machine learning algorithms to predict the death outcomes of patients with triple-negative breast cancer, 5 years after discharge.

Methods: 1570 stage I-III breast cancer patients receiving treatment from Sun Yat-sen Memorial Hospital were analyzed. Machine learning was used to predict the death outcomes of patients with triple-negative breast cancer, 5 years after discharge.

Results: The results showed that platelets, LMR (lymphocyte-to-monocyte ratio), age, PLR (the platelet-to-lymphocyte ratio) and white blood cell counts accounted for a significant weight in the 5-year prognosis of triple-negative breast cancer patients. The results of model prediction indicated that rankings for accuracy among the training group (from high to low) were forest, gbm, and DecisionTree (0.770335, 0.760766, 0.734450, respectively). For AUC value (high to low), they were forest, Logistic and DecisionTree (0.896673, 0.895408, 0.776836, 0.722799 and 0.702804, respectively). The highest MSE value for DecisionTree was 0.2656, and the lowest MSE value for forest was 0.2297. In the test group, accuracy rankings (from high to low) were DecisionTree, and GradientBoosting (0.748408, 0.738854, 0.738854, 0.732484 and gbm, respectively). For AUC value (high to low), the rankings were GradientBoosting, gbm, and DecisionTree (0.731595, 0.715438, 0.712767, 0.708348 and 0.691960, respectively). The maximum MSE value for gbm was 0.2707, and the minimum MSE value for DecisionTree was 0.2516.

Conclusion: The machine learning algorithm can predict the death outcomes of patients with triple-negative breast cancer 5 years after discharge. This can be used to estimate individual outcomes for patients with triple-negative breast cancer.
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Introduction

Breast cancer impairs women’s health worldwide. Among females, it has a global incidence rate higher than any other malignancy. It is a leading cause of death among women aged 40–55, behind only lung, gastric, liver, esophageal and colorectal cancer. Compared with many developed countries in Europe and North America, the age of breast cancer patients in China is trending downward. The epidemiological characteristics of breast cancer in China vary regionally, according to respective ecological, economic and lifestyle differences.

Triple-negative breast cancer (TNBC) refers to breast cancer with negative estrogen receptor, progesterone receptor and human epidermal growth factor receptor 2. It accounts for between 10% and 20% of all breast cancers. TNBC has unique biological behaviors and clinicopathological features. Its prognosis is worse than most other cancers. Thus, recurrence-free survival and overall survival are
TNBC patients are resistant to endocrine therapy and molecular-targeted therapy, and therefore most rely on chemotherapy. Breast cancer, the most common cancer among women, causes approximately 500,000 deaths per annum. Several effective breast cancer treatments are available, but successful outcomes still depend on early diagnosis and prevention. Therefore, identifying which breast cancer patients remain high-risk after surgery has been the focus of researchers seeking to curtail breast cancer mortality. However, with the advent of the era of big data, professional medical information has been integrated into big data, creating conditions conducive to the integration of machine learning methods in the medical field. Studies have shown that correct intelligent recognition can be realized between different subtypes by analyzing breast ultrasound images through machine learning. Furthermore, diagnostic performance is superior to that of standard visual imaging assessments. Moreover, machine learning can identify the mechanisms of new TNBC drugs. However to date, no research has used machine learning to study TNBC prognosis. The predictive analysis of breast cancer patient prognosis based on artificial intelligence (machine learning) can also provide reference for clinical patient evaluation, for determining surgical methods, and for developing adjuvant therapies. It can also offer support for the development of treatment plans.

Methods
The original data from Professor Fengxi Su’s articles have been included in BioStudies database. The BioStudies database is a new EMBL-EBI resource that contains descriptions of biological studies, and links to supporting data in other databases (Including Dryad database). And we have also obtained Professor Fengxi Su’s original data via the following website: https://www.ebi.ac.uk/biostudies/studies/S-EPMC4666347. We conducted a secondary analysis of Professor Fengxi Su’s original data in order to explore the effect of the machine learning algorithms in predicting breast cancer prognosis. We used data from an xlsx file (pone.0143061.s001.xlsx) collected by this website for research and analysis.

Sample
We collected data from 1,570 patients with stage I-III breast cancer who had been treated at Sun Yat-sen Memorial Hospital between January 2000 and December 2010. Five surveillance algorithms were used as a machine learning model to predict the death outcomes of TNBC patients, 5 years after discharge. This study evaluated the predictive effects of the machine learning model on the death outcomes of TNBC patients 5 years of discharge. It thus provides a tool to evaluate TNBC patient prognosis.

Data Source
Our exclusion criteria came from previous studies. 1806 patients with stage I-III breast cancer who had been treated at Sun Yat-sen Memorial Hospital between January 2000 to December 2010 were enrolled. Exclusion and inclusion criteria were as follows. Patients who had received any treatment or had been diagnosed with a metastatic disease prior to surgery or neoadjuvant chemotherapy were excluded. Other exclusion criteria included bilateral breast cancer, male breast cancer, inflammatory breast cancer and long-term corticosteroid therapy. Medical records of the included patients were accessible. A total of 1,570 patients met the inclusion criteria of this study. Whole blood counts and white blood cell count differences for all venous blood samples were tested with a blood analyzer. Estrogen receptor (ER), progesterone receptor (PR) and HER2 analysis were performed by immunohistochemistry (IHC). Tumors with an ER or PR positive that showed a staining intensity greater than or equal to 10% were considered positive. Patients were classified according to the IHC status of their tumors in the following manner: luminal subtype: ER + and/or PR + and HER2-; HER2 positive subtype: HER2 +; and triple negative subtype: ER-, PR- and HER2-. Patient data were obtained through electronic medical records, which had been entered by breast surgeons. To ensure data quality, one researcher was assigned to collect data, and another to check and confirm it.

Overall survival was calculated from the date of pathological diagnosis to death (any cause) or date of the last follow-up. Disease-free survival was calculated from the date of pathological diagnosis to local or distant recurrence, the date of death, or new primary cancer. All patients were followed up every 3 months for the first 3 years, and then followed annually until recurrence or death. The last date of follow-up for all available patients was July 2014.

Abbreviations: Estrogen receptor (ER), progesterone receptor (PR), neutrophil-to-lymphocyte ratio (NLR), lymphocyte-to-monocyte ratio (LMR), platelet-to-lymphocyte ratio (PLR); LightGBM (gbm); Accuracy = all predicted dead samples/total samples; Precision = Predicts death as death/All predictions as death; Recall = Predicts Death as...
Positive/All Positive True Death; f1_score = Accuracy * recall / (accuracy + recall).

The Machine Learning Algorithm

Logistic regression is a process by which a cost function is established for a regression or classification problem. Then, the optimal model parameters are solved iteratively through the optimization method, and then tested to verify the quality of the solved model.

A decision tree is a predictive model which represents a mapping relationship between object properties and object values. Each node in the tree represents an object; each forked path represents a possible attribute value; and each leaf node corresponds to the object value represented by the path from the root node to the leaf node. A decision tree only has one output. If a complex output is desired, an independent decision tree can be created to handle different outputs. The decision tree is a common technique in data mining, and it can also be used for data analysis and prediction.

Random forests, also known as random decision forests, are collection learning methods that can be used for classification, regression, and other tasks. “Random forest” can be understood literally: the focus is on “random” and “forest”. “Random” indicates random sampling and features, and “forest” refers to a forest of multiple decision trees. A single decision tree may cause over-fitting problems, but these can be addressed with the aggregation results of multiple independent decision-making trees. Therefore, random forest is an integrated learning method.

In the Gradient Boosting framework, the most common base learner is the decision tree. The combination of these two has made the gradient boosted decision tree (GBDT) algorithm famous. GBDTs have 3 features. Firstly, the trees that construct GBDTs are regression decision trees. Secondly, GBDTs use gradient iterative gradient boosting. Thirdly, GBDTs use shrinkage technology.

LigthGBM is a new member of the boosting collection model. It is as efficient as xgboost in implementing GBDT, and in many other aspects, outperforms it. The principles of LightGBM, GBDT, and xgboost are similar, and they each use the negative gradient of the loss function as an approximate value of the residual of the current decision tree to fit the new decision tree.

Statistical Analysis

The measurement data were expressed in the form of mean standard deviation, and the counting data were expressed in the form of example number (percentage). The data were analyzed with R (version 3.6.0, https://www.r-project.org/) and relevant statistical packages. Obvious outliers were deleted, and the missing variable values were filled with multiple imputation. The train_test_split function of the sklearn package in Python (Python Software Foundation, version 3.6) was used to randomly group the data into a training set and a verification set at an 8:2 ratio. This was used to repeat the training of the model to verify its stability. Scikit Learning (https://github.com/scikit-learn/scikit-learn] was used for machine learning. By using Python 3.6, model parameter range was preset based on previous application experience, and the model classification results were reported with the classification_report function. The matplotlibAPI provided support for mapping to draw the ROC curve predicted by each model. The overall classification effect of each model was evaluated by the area under the curve (AUC), and the classification effect of the cut points selected by the model was described with accuracy and F1-score.

Mean square error refers (MSE) to the expected value of the square of the difference between the estimated value of the parameter and the true value of the parameter. MSE can evaluate the degree of change in the data. The smaller the MSE value, the more accurate the prediction model was at describing the experimental data. AUC values were interpreted as: 0.5–0.7: low effect; 0.7–0.85: general effect; 0.85–0.95: good effect; 0.95–1: the effect was very good.

Background Information

The sample contained 1,143 patients with triple-negative breast cancer who had survived 5 years after discharge, and 425 patients who died 5 years after discharge. There was a statistical difference in PLATELET between the two groups, with a P-value of 0.038. The two groups’ average tumor size also showed a significant statistical difference, P < 0.001. There was also a significant statistical difference in NSAID medication between the two groups, P < 0.001. The NLR, PLR and LMR values of the two groups had no statistical difference, P-value > 0.05 (See in Table 1).

The death outcome for triple-negative breast cancer 5 years after discharge was the dependent variable (0 = no, 1 = yes), and all 19 factors were independent variables for LightGBM algorithm analysis. The results showed that platelets, LMR, age, PLR and white blood cell counts influenced 5-year prognosis and death of triple-negative breast cancer patients. Figure 1 presents the positive correlation between age, NSAID, lymphocyte count and 5-year prognosis and death.
for breast cancer. Chemotherapy and PR are each negatively correlated with 5-year prognosis and death. (See in Figures 1 and 2)

A flow chart of data processing by machine learning is shown in Appendix Figure 1.

The final parameters through which the prediction results of the machine learning model passed were: Logistic regression-penalty="l2", tol=0.0001, C=0.7, fit_intercept=True, intercept_scaling=1, class_weight=None, max_iter=100, multi_class="ovr", verbose=0, warm_start=False, n_jobs=-1; GradientBoosting-learning_rate=0.01, n_estimators=100, min_samples_split=10, min_samples_leaf=1, subsample=0.5, max_depth=5; gbm boosting_type="gbdt", reg_alpha=0.001, reg_lambda=0.8, learning_rate=0.1,

<table>
<thead>
<tr>
<th>Table 1 Baseline Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Five-Year Mortality</strong></td>
</tr>
<tr>
<td><strong>Number</strong></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
</tr>
<tr>
<td><strong>White blood cell (10⁹ cells/L)</strong></td>
</tr>
<tr>
<td><strong>Hemoglobin</strong></td>
</tr>
<tr>
<td><strong>Platelet (10⁹ cells/L)</strong></td>
</tr>
<tr>
<td><strong>Lymphocyte (10⁹ cells/L)</strong></td>
</tr>
<tr>
<td><strong>Neutrophil (10⁹ cells/L)</strong></td>
</tr>
<tr>
<td><strong>Monocyte (10⁹ cells/L)</strong></td>
</tr>
<tr>
<td><strong>NLR</strong></td>
</tr>
<tr>
<td><strong>PLR</strong></td>
</tr>
<tr>
<td><strong>LMR</strong></td>
</tr>
<tr>
<td><strong>ER</strong></td>
</tr>
<tr>
<td><strong>PR</strong></td>
</tr>
<tr>
<td><strong>Intraoperative NSAID</strong></td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td><strong>Chemotherapy</strong></td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td><strong>Tumor Size</strong></td>
</tr>
<tr>
<td>T1</td>
</tr>
<tr>
<td>T2</td>
</tr>
<tr>
<td>T3-4</td>
</tr>
<tr>
<td><strong>Axillary Surgery</strong></td>
</tr>
<tr>
<td>SLNB</td>
</tr>
<tr>
<td>ALND</td>
</tr>
<tr>
<td>Uncertain</td>
</tr>
<tr>
<td><strong>Breast Surgery</strong></td>
</tr>
<tr>
<td>Conservation</td>
</tr>
<tr>
<td>Mastectomy</td>
</tr>
<tr>
<td><strong>HER2</strong></td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td><strong>Molecular Subtypes</strong></td>
</tr>
<tr>
<td>Luminal</td>
</tr>
<tr>
<td>Her2 positive</td>
</tr>
<tr>
<td>Triple negative</td>
</tr>
</tbody>
</table>

Abbreviations: ER, Estrogen receptor; PR, progesterone receptor; NLR, neutrophil-to-lymphocyte ratio; LMR, lymphocyte-to-monocyte ratio; PLR, the platelet-to-lymphocyte ratio; ALND, axillary lymph node dissection; SLNB, Sentinel lymph node biopsy for breast cancer.
max_depth=1, n_estimators=100, and objective="binary" (See Appendix Table 1).

The model’s prediction results show that in the training group, accuracy, from highest to lowest, went forest, gbm, gradientboost, Logistic and DecisionTree (distribution: 0.770335, 0.760766, 0.751994, 0.737640 and 0.734450). AUC value from highest to lowest was forest, gbm, gradientboost, Logistic and DecisionTree (distribution: 0.896673, 0.895408, 0.776836, 0.722799 and 0.702804). The highest MSE value for DecisionTree was 0.2656, and the lowest MSE value for forest was 0.2297. Forest had the highest precision value (1) and DecisionTree had the lowest precision value (0.518325). The highest recall value for DecisionTree was 0.291176, and the lowest recall value for gbm was 0.123529. The highest f1_score value for DecisionTree was 0.372881, and the lowest f1_score value for gbm was 0.218750 (See Table 2 and Figure 3).

In the test group, accuracy, from highest to lowest, went DecisionTree, forest, Logistic, gradientboost and gbm (distribution: 0.748408, 0.738854, 0.738854, 0.732484 and 0.729299). AUC value from highest to lowest was gradientboost, Logistic, forest, gbm and DecisionTree (distribution: 0.731595, 0.715438, 0.712767, 0.708348 and 0.691960). The maximum MSE value for gbm was 0.2707, and the minimum MSE value for DecisionTree was 0.2516. Forest’s precision value was 1 at its highest and gbm’s precision value was 0.500000 at its lowest. The highest recall value for DecisionTree was 0.294118, and the lowest recall value for gbm was 0.123529. The highest f1_score value for DecisionTree was 0.372881, and the lowest f1_score value for gbm was 0.218750 (See Table 2 and Figure 3).
value for gbm was 0.023529. The highest f1_score value for DecisionTree was 0.387597, and the lowest f1_score value for gbm was 0.044944 (See Table 3 and Figure 4).

**Discussion**

The continuous clinical trials of TNBC and the publication of research results have resulted in several breakthroughs in the systemic treatment of advanced TNBC. Moreover, with advancing genetic testing technology, the genotyping of TNBC has also been clear, but the efficient therapy is still absent. TNBC patients have bleak prognosis—the 5-year survival rate is below 15%, and the time to recurrence is short. Death peaks 5 years after diagnosis. The incidence of brain metastases in patients is high, so patients may die of rapid metastasis. Therefore, a valid evaluation method is important for TNBC prognosis.

In our study, considering the accuracy, precision and AUC of the training group and the test group, the forest algorithm came in first in overall performance; the logistic algorithm was the most stable. Judging by AUC value only, forest and gbm performed best in the training group. In the training group and the test group, the AUC values of Logistic, forest, gradient boost and gbm algorithms were all above 0.7, which can predict the death outcome of triple-negative breast cancer 5 years after discharge. At the same time, the results of the LightGBM algorithm show that platelets, LMR, age, PLR and white blood cell counts influence the death outcome of triple-negative breast cancer 5 years after discharge; age, NSAID and lymphocyte count are positively correlated with the death outcome of triple-negative breast cancer 5 years after discharge; chemotherapy and PR are negatively correlated with the death outcome of triple-negative breast cancer 5 years after discharge.

Lymphocytes are involved in immune response. The stronger the local immunological effect, the less favorable the tumor growth and metastasis. Conversely, the stronger the local immunosuppressive effect, the more favorable the tumor invasion and metastasis. Tumor-infiltrating lymphocytes (TIL) are important immune cells in tumors, and low lymphocyte counts are thought to be responsible for the lack of immunological response that leads to low survival rates for various cancers. Higher peripheral lymphocyte counts predict lower mortality in TNBC that may be cured early. This suggests that immune function can enhance early TNBC treatment. This is similar to the results in our study.

<table>
<thead>
<tr>
<th>Table 2 Forecast Results For Training Group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Logistic</td>
</tr>
<tr>
<td>DecisionTree</td>
</tr>
<tr>
<td>Forest</td>
</tr>
<tr>
<td>GradientBoosting</td>
</tr>
<tr>
<td>gbm</td>
</tr>
</tbody>
</table>
As part of the inflammatory response, thrombocytosis is common in cancer patients. Platelets in solid tumors promote tumor cell growth by secreting various angiogenic and tumor growth factors. In addition, platelets protect cancer cells from natural killer-mediated cleavage, and promote distant metastasis by activating the Smad and NF-κB pathways. The meta-analysis reported by Wei S et al suggests that preoperative PLR might be an independent risk factor in pancreatic cancer prognosis. A meta-analysis by Zhang et al including 19 articles and 6,314 esophageal cancer patients concluded that PLR might be an important prediction biomarker in esophageal cancer patients. Additionally, LMR is a poor predictor of luminal A and HER-2 overexpressed TNBC with molecular subtype distribution different from PLR. Our results reached the same conclusion.

Studies have shown that regular NSAID use improves colorectal cancer survival rates. However, studies have shown that the use of NSAID is associated with increased endometrial cancer-specific mortality, especially in patients with type I tumors. In our study, we found a positive correlation between the use of NSAID and the death outcome of TNBC patients 5 years after discharge.

The hematopoiesis age of patients at the onset of TNBC determines the aggressiveness and progression of the tumor. TNBC in elderly patients is a subtype of invasive breast cancer, but chemotherapy intervention is necessary regardless of age. Our results show a negative correlation between chemotherapy and death outcomes among TNBC patients 5 years after discharge.

Nomograms are a traditional statistical method for evaluating breast cancer prognosis. After a review of previous studies in which nomograms were used to predict breast cancer prognosis, we found that the nomogram prediction established by Wen et al performed the best, with a value of 0.789. The random forest algorithm in our study had a maximum value of 0.896673. Moreover, the advantage of machine learning algorithms lies in their capacity to automatically process large samples of data, learn automatically, and optimize algorithms based on past experience, thus performing better on the ensuing prediction.

With the explosive growth of medical data, machine learning has gained 5 distinct advantages over traditional statistical analysis. (1) Precision; Machine learning uses data to identify an optimized decision engine to solve problems. With the increase in data, precision is improved. (2) Automation; Since the results can only be effective and abandoned, machine learning automatically learns new patterns. This means that users can embed machine learning directly into automatic workflows. (3) Speed; Machine learning produces results within milliseconds upon data entry, allowing the system to react in real time; many data-driven problems can be solved with machine learning. (4) Wide selectivity; Machine learning models are built from their own data and can be optimized with any evaluation criteria. (5) Large-scale processing capacity; As the business continues to evolve, machine learning can manage data growth issues. Some machine learning algorithms are able to process large amounts of data with cloud computing. Moreover, many recent studies have indicated that machine learning can predict early biochemical recurrence after robot-assisted prostatectomy. Additionally, a

| Table 3 Forecast Results For Testing Group |

<table>
<thead>
<tr>
<th>Logistic</th>
<th>0.738854</th>
<th>0.578947</th>
<th>0.129412</th>
<th>0.211538</th>
<th>0.715438</th>
<th>0.2611</th>
</tr>
</thead>
<tbody>
<tr>
<td>DecisionTree</td>
<td>0.748408</td>
<td>0.568182</td>
<td>0.294118</td>
<td>0.387597</td>
<td>0.691960</td>
<td>0.2516</td>
</tr>
<tr>
<td>forest</td>
<td>0.738854</td>
<td>1.000000</td>
<td>0.035294</td>
<td>0.068182</td>
<td>0.712767</td>
<td>0.2611</td>
</tr>
<tr>
<td>GradientBoosting</td>
<td>0.732484</td>
<td>0.555556</td>
<td>0.058824</td>
<td>0.106383</td>
<td>0.731595</td>
<td>0.2675</td>
</tr>
<tr>
<td>gbm</td>
<td>0.729299</td>
<td>0.500000</td>
<td>0.023529</td>
<td>0.044944</td>
<td>0.708348</td>
<td>0.2707</td>
</tr>
</tbody>
</table>
Prognostic genome for patients with epithelial ovarian cancer has been developed through a machine learning model. This study has both advantages and disadvantages. Machine learning modeling is a new technology that has not been widely used in TNBC prognosis. However, machine learning algorithms have been applied to complex situations with successful results. For example, machine learning models based on texture features extracted by wavelet transform can improve the ability to distinguish TNBC from benign fibrous adenomas. Our results suggest that this technology has the potential to improve TNBC prognosis in the future. Nonetheless, this is a hypothesis generation study, and external validation of the model is critical to validating its utility. The limitation of this study is its retrospective data collection, and as such, our research may be biased because of incomplete data. Also, this study only focused on 5-year prognosis, and did not address longer-term prognosis.

Conclusion
In summary, platelets, LMR, age, PLR, and white blood cell counts may be associated with death outcomes in TNBC patients 5 years after discharge. Machine learning modeling techniques can produce better predictive models for 5-year death outcomes in TNBC patients. These techniques may help in estimating individual outcomes and selecting better therapies for TNBC patients.
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