Population pharmacokinetic modeling to facilitate dose selection of tapentadol in the pediatric population

Objective: The main aim of this analysis was to characterize the pharmacokinetics (PK) of the strong analgesic tapentadol in 2-year-old to <18-year-old patients with acute pain and to inform the optimal dosing strategy for a confirmatory efficacy trial in this patient population.

Methods: The analysis dataset included tapentadol concentrations obtained from 92 pediatric patients receiving a single tapentadol oral solution (OS) dose of 1.0 mg/kg bodyweight in two single-dose PK clinical trials. Population PK analysis was performed using nonlinear mixed effects modeling. Simulations were performed to identify tapentadol OS doses in pediatric subjects (2 to <18 years) that would produce exposures similar to those in adults receiving safe and efficacious doses of tapentadol IR (50–100 mg every 4 hrs).

Results: Tapentadol PK in children aged from 2 to <18 years was best described by a one-compartment model. Mean population apparent clearance and apparent volume of distribution for a typical subject weighing 45 kg were 170 L/h and 685 L, respectively. Clearance, expressed in bodyweight units as L/h/kg, decreased with increasing age whereas total clearance (L/h) increased with increasing age. Model-based simulations suggested that a tapentadol OS dose of 1.25 mg/kg to children and adolescents aged 2 to <18 years would result in efficacious tapentadol exposures similar to those in adults receiving tapentadol immediate release 50–100 mg every 4 hrs. The proposed tapentadol OS dose was subsequently applied in a confirmatory efficacy trial in 2 to <18-year-old patients suffering from acute postsurgical pain.

Conclusion: This analysis provides an example of a model-based approach for a dose recommendation to be used in an efficacy trial in the pediatric population. Uniform dosing based on bodyweight was proposed for the treatment of acute pain in children aged from 2 to <18 years.
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Introduction

Infants and children of all ages (including neonates) are able to perceive and experience pain. The prevalence of pain and the consequences of leaving such pain untreated in this vulnerable population have been described in a recent review, the first article in the thematic series “Tapentadol for moderate to severe acute pain in children and adolescents”. Severely ill children in the postsurgical setting often receive a multitude of medications, while most of the currently used analgesics have not been systematically studied in the neonatal and pediatric population, and off-label use of these medications is therefore very common.
Tapentadol is a centrally acting strong analgesic that acts through μ-opioid receptor agonism (MOR) and noradrenaline reuptake inhibition (NRI). An immediate release (IR), a prolonged release (PR), and an oral solution (OS) formulation are approved for pain treatment in adults. The combination of the two synergistic mechanisms of action in one molecule provides an inherent advantage for effective pain management: in addition to effective pain relief, tapentadol also has the potential to mitigate opioid-specific side effects owing to a reduced MOR-related effect, i.e., a reduced µ-load. Tapentadol has a number of other characteristics which make the compound attractive for development in a pediatric population. Owing to the metabolic degradation pathway of tapentadol (primarily phase 2 glucuronidation and sulfation), tapentadol has a low potential for cytochrome P450 (CYP450)-based drug interactions. Co-administration of marketed drugs which are known to be either enzyme inducers or enzyme inhibitors of a CYP450 enzyme are unlikely to have any relevant effect on tapentadol metabolism as a relatively small amount (15%) of tapentadol is metabolized via CYP450. Clinically relevant interactions related to phase 2 metabolism are also unlikely to occur since glucuronidation is a high capacity system and concentrations of other coadministered drugs are generally below the concentrations required for potential inhibition of glucuronidation. This was shown in a number of interaction studies in adults using potential inhibitors of glucuronidation. The low involvement of CYP450 enzymes in tapentadol metabolism also makes reliable analgesia possible for a wider section of the pediatric population irrespective of their poor or extensive metabolizer status concerning polymorphic CYP450 enzymes. Furthermore, tapentadol has a predictable pharmacokinetic (PK) profile with no metabolites contributing to the analgesic effect, thereby simplifying its use in practice for the treating pediatric physician.

One of the major challenges in pediatric drug development is the determination of the appropriate dose and dose regimen. A recent survey suggests that about 25% of pediatric efficacy trials failed due to incorrect dosing. Population pharmacokinetic (PopPK) modeling can be used to characterize PK, to understand the impact of covariates on the PK of a drug, and to determine appropriate doses to achieve exposures that are known to be efficacious. The use of PopPK models is increasingly accepted by the regulatory authorities, also in support of label extension to the pediatric population. This article describes the use of PopPK modeling for tapentadol for a pediatric population (2 to <18 years) using data collected in the first two single-dose PK trials conducted with tapentadol. Tapentadol PK was characterized, including covariate effects and evaluation of the various sources of variability after single-dose administration of tapentadol OS. A dose for 2-year-old to <18-year-old children in a subsequent multiple-dose efficacy trial was proposed based on simulations performed with this developed PopPK model.

Patients and methods
Clinical trial design and patient population
Data derived from two single-dose phase 2 PK trials of tapentadol OS in children aged 2 to <18 years were used for PopPK model identification. Both trials were open label evaluating the PK profile, safety, and efficacy of tapentadol OS for the treatment of postsurgical pain in children and adolescents and are registered at www.clinicaltrials.gov (NCT01134536 and NCT01729728). Both trials were conducted in accordance with the Declaration of Helsinki and Good Clinical Practice guidelines; trial protocols and amendments were approved by independent ethics committees/institutional review boards in the participating countries (supplementary materials). Written informed consent was obtained from the parent(s)/legal guardian(s) and/or patient if applicable. The two trials are fully described in the thematic tapentadol series. Patients were stratified into three age groups: 12 to <18 years (group 1), 6 to <12 years (group 2), and 2 to <6 years (group 3). A staggered approach was followed for the recruitment of subjects; i.e., group 1 was recruited first followed by group 2 and then group 3.

Two strengths of tapentadol OS (4 mg/mL and 20 mg/mL) were available for use in the trials. The selection of appropriate dose (1 mg/kg) and strength of the OS were based on the bodyweight of the patient: patients with a bodyweight <20 kg were administered the 4 mg/mL solution and those with a bodyweight ≥20 kg received the 20 mg/mL solution. The total dose of tapentadol OS administered to each patient did not exceed 75 mg.

PK assessments
The planned number of PK samples drawn for the determination of serum concentrations of tapentadol and its major O-glucuronide metabolite varied between age groups. Eight venous blood samples (frequent sampling) were taken at specific time points 0.25, 0.5, 1, 2, 4, 6, 11, and 15 hrs (12 to <18 years), four venous
blood samples were taken within four time windows of 0.25–1, 1–4, 4–11, and 11–15 hrs (6 to <12 years), two venous blood samples were taken within two time windows of 15 mins to 1 hr and 4 to 11 hrs (3–5 years), and four venous blood samples were taken at specific time points 1.25, 3, 5, and 8 hrs (2 years).

Population PK modeling

Data set

A total of 109 patients aged 2 to <18 years old were treated with 1.0 mg/kg tapentadol in the two PK studies.16,17 From these subjects, 462 blood samples were taken for tapentadol evaluation. Seventeen patients and their plasma concentrations (a total of 38 samples, representing 8% of the samples) were excluded from the analysis as they either vomited within 3 hrs of tapentadol intake or did not take the complete dose of tapentadol. Overall only 3% of the samples were below the lower limit of quantification (LOQ) of 0.2 ng/mL and were mainly from subjects who vomited or did not take the complete tapentadol dose. In total 424 tapentadol plasma concentrations from 92 patients were used for model building and evaluation. All subjects with at least one quantifiable serum concentration were included in the analysis. Age, bodyweight, and sex of the analysis population are listed in Table 1. Although serum concentrations for the tapentadol-O-glucuronide metabolite were also measured in these trials, this publication focuses on the modeling approach used for the active moiety tapentadol; the O-glucuronide metabolite does not contribute to the analgesic activity of tapentadol.

Model development

PopPK modeling was performed with a nonlinear mixed effects approach, as implemented in NONMEM (version 7.2, ICON development Solutions, Elicott City, MD, USA). Model parameters were estimated by fitting the model to the data and minimizing an objective function (OFV) based on the log likelihood (−2×LL). The first-order method with conditional estimation and interaction was used for minimizing the objective function. R (version 3.0.1) and Xpose (version 4.0) were used for data exploration and visualization as well as model diagnostics and model comparison.18 PsN 3.6.2 was used for model execution and bootstrapping, and visual predictive check.19 The calculations were performed using a validated pharmacometrics computational platform running on a red hat linux x86_64 environment. Serum samples below LOQ were excluded from analysis and not imputed or replaced with the LOQ value.

Various 1 and 2 compartment models were tested to determine the best fit to the observed data.

The interindividual variability (IIV) was included in structural model parameters as follows:

\[ P_i = P_v \cdot \exp(\eta_i) \]

where \( P_i \) is the individual parameter estimate for individual i, and \( P_v \) is the typical population parameter estimate, \( \eta_i \) a random effects realization, assumed to be normally distributed with mean 0 and variance \( \omega^2 \). The correlation between variability components was also tested.

<table>
<thead>
<tr>
<th>Table 1 Age, bodyweight, and sex (% females) of the trial populations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>NCT01729728 (n=56)17</td>
</tr>
<tr>
<td>6 to &lt;12 years (n=22)</td>
</tr>
<tr>
<td>2 to &lt;6 years (n=15)</td>
</tr>
<tr>
<td>NCT01134536 (n=36)16</td>
</tr>
<tr>
<td>6 to &lt;12 years (n=11)</td>
</tr>
<tr>
<td>Combined (n=92)</td>
</tr>
<tr>
<td>12 to &lt;18 years (n=44)</td>
</tr>
<tr>
<td>6 to &lt;12 years (n=33)</td>
</tr>
<tr>
<td>2 to &lt;6 years (n=15)</td>
</tr>
</tbody>
</table>

Note: Data are median (range).
The residual variability was tested as both proportional and as a combination of an additive and proportional error:

\[ C_{o,ij} = C_{p,ij} \left( 1 + \epsilon_{1,ij} \right) + \epsilon_{2,ij} \]

where \( C_{o,ij} \) represents observed concentration \( j \) for individual \( i \) and \( C_{p,ij} \) represents predicted concentration \( j \) for individual \( i \); \( \epsilon_{1,ij} \) and \( \epsilon_{2,ij} \) are normally distributed with mean 0 and variance \( \sigma^2 \). The subscripts 1 and 2 represent the contribution of proportional and additive error components, respectively.

**Covariate analysis**

Demographics and clinical laboratory measurements were included for covariate analysis. The effect of age, sex, aspartate transaminase (AST), alanine transaminase (ALT), alkaline phosphatases (ALP), and bilirubin were tested on both clearance (CL/F) and volume of distribution (V/F). The effect of creatinine clearance (CRCL) on CL/F was also investigated. The covariate analysis was performed on a base model with bodyweight as the size descriptor in the pediatric population applied to CL/F and to V/F. A power function was used to describe the influence of bodyweight on CL/F and V/F, in which the exponents were also estimated rather than being fixed to 0.75 and 1.0, respectively.

Covariates other than bodyweight were studied by forward addition and backward elimination using stepwise covariate model (SCM) building as implemented in Perl-speaks-NONMEM version 3.6.2. In the SCM, each covariate relationship was first tested in a univariate fashion. The covariate model that resulted in the lowest significant drop in the objective function value (OFV) was carried forward. In the forward step, statistical significance was defined as a decrease in the OFV by more than 3.84 (chi-square distribution; \( p < 0.05 \); 1 degree of freedom). This step was repeated for the remaining parameter–covariate relationships until no more covariates could be included. In the backward deletion step, each parameter–covariate relationship was then left out one at a time and tested using a statistical significance criterion of 1% (an increase in the OFV of at least 6.635 for 1 degree of freedom). This step was repeated until no more covariates could be excluded.

All continuous covariates were implemented using a power function:

\[ P_{TV} = \theta \cdot \left( x/x_{ref} \right)^n \]

where the parameter value \( P_{TV} \) is a function of covariate \( x \), \( \theta \) is the parameter estimate at the reference value of the covariate, \( x_{ref} \), which was set to the median of the covariate value in the study population, and \( n \) is an estimated exponent.

For categorical covariates (eg sex), the following relationship was used:

\[ P_{TV} = \theta_{ref} \left( 1 + \sum \theta_j \cdot I \right) \]

where the parameter \( P_{TV} \) is equal to \( \theta_{ref} \) for the reference category (eg male), and \( \theta_j \) the multiplicative difference with the reference value for all other categories \( j \), and \( I \) is an indicator vector with the size of the number of categories minus the reference, which is 1 if the individual covariate category matches category \( j \), and 0 if it does not match category \( j \).

**Criteria for model selection**

Model selection was guided by assessing the reduction of the OFV when comparing two models of different complexity, the standard error of the parameter estimates, scientific plausibility, and goodness-of-fit plots. The latter included plots of observed values (DV) versus population prediction (PRED) and DV versus individual prediction (IPRED), to evaluate for concordance with the line of identity; plots of conditional population residual (conditional weighted residuals [CWRES]) versus time and population prediction versus time were used to evaluate random distribution of the residuals around the zero line. Histograms of the individual random effects were constructed to assess the normality of the subject-specific random effects. Histograms of the CWRES were used to ensure that the residuals were unimodal and symmetrically distributed around zero.

**Model evaluation**

Evaluation of the parameter uncertainty was performed via stratified bootstrap sampling with replacement. The stratification was based on age groups so that the proportion of subjects and number of samples in each replicate was similar to the original dataset. A random 500 bootstrap samples were generated, and parameters were re-estimated for each of the bootstrap samples. The median and 2.5, and 97.5% quantiles from the bootstrap estimates were compared with the NONMEM estimates and 95% confidence intervals derived from the covariance matrix of these estimates. In addition, a Visual Predictive Check (VPC) was performed by simulating 2000 datasets using the final
parameter estimates. The observed concentration data were then compared with the simulated concentrations.

**Simulation to inform dose selection for efficacy trial**

Exposure distributions were simulated at various OS dose levels to inform the selection of a dose for an efficacy trial that would match the range for adequate efficacy in adults. To this end, 3000 virtual subjects aged 2 to <18 years (1000 subjects in each age group) were simulated keeping the correlation between age and bodyweight as observed in the two previous single-dose trials in children aged from 2 up to <18 years of age. 16,17 The lowest and highest body-weight (kg) were set to the 2.5th and 97.5th percentile of the Center for Disease Control growth charts. 20 Pediatric subjects were simulated to receive either 1 mg/kg, 1.25 mg/kg, or 1.5 mg/kg every 4 hrs for 5 days. The final model was used to simulate the exposure in the simulated pediatric population at the different dosing scenarios. Corresponding simulated exposure distributions were generated for adults using a previously published adult PopPK model. 21 Simulations of adult exposures were performed for 50, 75, and 100 mg IR every 4 hrs for 5 days.

**Results**

The proportion of males and females enrolled in the two trials were virtually equal, with 46.7% males and 53.3% females enrolled. Their mean (SD) bodyweight and age were 43 (19.7) kg and 11 (4.7) years, respectively (Table 1). The bodyweight and age, as expected in this age range, were highly correlated (r=0.92). The tapentadol concentration-time data obtained from these subjects, stratified by age groups, are displayed in Figure 1.

The final population model was best described as a 1-compartment model with linear oral absorption from a dose compartment into the central compartment, with a lag time and linear elimination from the central compartment. Estimated allometric scaling on CL/F and V/F was also found to give a significant reduction in OFV and improvement in fit compared to fixing the values to the standard 0.75 and 1, respectively. Interindividual variability was best described using a full correlation matrix between the parameters, while the residual error was best described with a proportional and additive error model.

The population values and variability of the parameters in the final PK model for tapentadol were estimated with good precision. Estimates for a typical 45-kg subject based on the final model were CL/F =170 L/h, V/F =685 L, Ka =2.03 h⁻¹, and lag time =0.247 h (Table 2). The exponents for the effect of weight (WT) on CL/F and V/F were 0.638 and 0.847, respectively. The IV on CL/F, V/F, and Ka was 21.8%, 15.5%, and 141.1%, respectively. The estimated correlations between CL-V, CL-KA, and V-KA were 0.88, 0.03, and −0.33, respectively. The residual additive and proportional error variabilities were 0.181 ng/mL and 32.9%, respectively. Shrinkage was less than 25% for all random effect parameters.

Figure 2 displays the goodness of fit plots. The upper two panels show the observed versus the population predicted and individual predicted observations, respectively, on a log scale. The data are evenly distributed between the line of identity in plots of population predicted and individual predicted observations.

Figure 1 Scatter plot of observed tapentadol concentration versus time. The open circles represent the observed tapentadol concentrations and the lines represent the median concentrations.
individual predicted concentrations versus observed concentrations. Additionally, the reduced scattering in the plot with the individual predicted concentrations compared with the population predicted concentrations demonstrates that individual variability can be accounted for by the random effects. The plot of CWRES vs population predictions and time shows that the residuals are randomly distributed around the population predictions and time and stay within the limits of ±2 times the normalized standard deviation (Figure 2). The histogram of the CWRES shows an unimodal distribution and is symmetrically distributed around zero (Figure S1). Histograms of the individual random effects show normality of the subject-specific random effects (Figure S1).

The VPC plot for tapentadol plasma concentrations shows the agreement of the model prediction with the observed data (Figures 3 and S2). The VPC indicates that simulated data from the final model are similar to the observed data. The relative standard errors of fixed effects parameters from the bootstrap were all below 20% and the derived 95% CIs are close to those derived from the covariance matrix of the estimates (Table 2). This suggests that the parameter estimates are robust and insensitive to inclusion or exclusion of different individuals. These results together with the goodness-of-fit plots indicate acceptable model performance.

During the first iteration of the forward inclusion, the addition of ALP, ALT, and CRCL on CL/F and ALP on V/F resulted in a significant drop in the objective function value. The most significant reduction in OFV (ΔOFV =6.16) occurred after the addition of ALT on CL/F and hence this covariate was carried forward. The final forward inclusion model contained the effect of ALT on CL/F and of AST on V/F. However, during backward deletion, both these covariates were removed from the model as they did not significantly decrease the objective function value. Therefore, the final model was the same as the original base model, ie the base model with bodyweight as size descriptor for V/F and CL/F.

The median (range) empirical Bayesian estimates for CL/F in 12 to <18 years, 6 to <12 years, and 2 to <6 years were 3.45 L/h/kg (1.65–4.43 L/h/kg), 4.47 L/h/kg (2.94–6.67 L/h/kg), and 5.28 L/h/kg (3.89–6.32 L/h/kg), respectively. The median (range) empirical Bayesian estimates for V/F in 12 to <18 years, 6 to <12 years, and 2 to <6 years were 14.54 L/kg (9.93–19.33 L/kg), 16.57 L/kg (12.82–22.36 L/kg), and 18.03 L/kg (14.61–20.2 L/kg), respectively.

The approved adult therapeutic tapentadol IR dose range, which is generally associated with efficacy and good tolerability, is 50–100 mg every 4–6 hrs. Simulations were performed to identify tapentadol doses

### Table 2 Final tapentadol population pharmacokinetics parameter estimates and 95% confidence intervals. Estimates of CL/F and V/F relate to a reference weight of 45 kg

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>RSE (%)</th>
<th>95% Confidence interval</th>
<th>Bootstrap (n=500)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL/F (L/h)</td>
<td>170</td>
<td>3.3</td>
<td>159.06–180.94</td>
<td>162.08–182.94</td>
</tr>
<tr>
<td>V/F (L)</td>
<td>685</td>
<td>4.5</td>
<td>624.83–745.17</td>
<td>653.55–777.96</td>
</tr>
<tr>
<td>Ka (h⁻¹)</td>
<td>2.03</td>
<td>16.5</td>
<td>1.373–2.687</td>
<td>1.599–3.263</td>
</tr>
<tr>
<td>TLAG (h)</td>
<td>0.247</td>
<td>0.7</td>
<td>0.243–0.251</td>
<td>0.245–0.273</td>
</tr>
<tr>
<td>Exponent CL-WT</td>
<td>0.638</td>
<td>11.1</td>
<td>0.499–0.777</td>
<td>0.515–0.766</td>
</tr>
<tr>
<td>Exponent V-WT</td>
<td>0.847</td>
<td>10.2</td>
<td>0.678–1.016</td>
<td>0.718–1.029</td>
</tr>
<tr>
<td>Additive error (ng/mL)</td>
<td>0.181</td>
<td>39.1</td>
<td>0.042–0.32</td>
<td>0.036–0.415</td>
</tr>
<tr>
<td>Proportional error (σ)</td>
<td>0.329</td>
<td>8.7</td>
<td>0.273–0.385</td>
<td>0.269–0.365</td>
</tr>
<tr>
<td>IIV CL/F (ω²)</td>
<td>0.048</td>
<td>32.1</td>
<td>0.018–0.078</td>
<td>0.025–0.088</td>
</tr>
<tr>
<td>IIV V/F (ω²)</td>
<td>0.024</td>
<td>61.5</td>
<td>−0.005–0.053</td>
<td>0.012–0.081</td>
</tr>
<tr>
<td>IIV Ka (σ²)</td>
<td>1.99</td>
<td>32.2</td>
<td>0.734–3.246</td>
<td>1.042–3.673</td>
</tr>
<tr>
<td>Cov CL/F-V/F</td>
<td>0.03</td>
<td>46.1</td>
<td>0.003–0.057</td>
<td>0.012–0.071</td>
</tr>
<tr>
<td>Cov CL/F-Ka</td>
<td>0.009</td>
<td>614.5</td>
<td>−0.107–0.126</td>
<td>−0.090–0.155</td>
</tr>
<tr>
<td>Cov V/F-Ka</td>
<td>−0.072</td>
<td>93.6</td>
<td>−0.203–0.060</td>
<td>−0.219–0.080</td>
</tr>
</tbody>
</table>

Abbreviations: CL/F, apparent clearance after OS administration; Cov, covariance; σ, standard deviation; ω², variance; IIV, inter-individual variability; Ka, first-order absorption rate constant; RSE, relative standard error (derived from the covariance matrix of the estimates reported by NONMEM); TLAG, absorption lag-time; V/F, apparent volume of distribution after OS administration; WT, weight.
Figure 2 Plot of observed tapentadol concentration versus population predicted (A), observed tapentadol concentration versus individual predicted (B), conditional weighted residuals versus population predicted (C), conditional weighted residuals versus time (D). The black represents the identity line (A, B) or the zero line (C, D). Abbreviation: CWRES, conditional weighted residuals.

Figure 3 Simulated concentration-time curve for the pediatric population (2 to <18 years) using final parameter estimates from the population pharmacokinetic model, showing the variability (blue area, representing the 95% prediction interval) and central trend (red line: median prediction), together with the observations (open circles). Abbreviation: y, years.
that would produce steady-state area under the curve (AUCss) in pediatric subjects similar to the AUCss in adults receiving 50–100 mg every 4 hrs. It is important to note that the AUCs at steady state are driven by dose and the CL/F distribution estimated with the adult model. Specifically, the range between the 2.5th percentile of the AUCss of the 50-mg adult dose and 97.5th percentile of AUCss 100 mg was considered a safe and efficacious target AUC range in the pediatric population (Figure 4, Table 4).

Tapentadol exposures were simulated for OS doses of 1.0 mg/kg, 1.25 mg/kg, and 1.5 mg/kg every 4 hrs for 5 days in children aged from 2 to <18 years. The median and 2.5th and 97.5th percentile AUCss in pediatric and adult subjects are shown in Tables 3 and 4, respectively, and compared graphically as boxplots in Figure 4.

As expected from the linearity of the model, the AUCss increases linearly with increasing dose in each age group. For example, median AUCss for group 1 (12 to <18 years) with 1.0 mg/kg and 1.5 mg/kg administered every 4 hrs were 295 ng·h/mL and 442 ng·h/mL, respectively. Similar trends were also observed for other age groups. The simulated AUCss of tapentadol in pediatric subjects 2 to <18 years receiving 1 mg/kg, 1.25 mg/kg, and 1.5 mg/kg of tapentadol every 4 hrs is shown in Figure 4. The simulated AUCss following a dose of 1.25 mg/kg to each of the three age groups, 12 to <18 years, 6 to <12 years, and 2 to <6 years is also presented as a histogram (Figure S3) for evaluation of the distribution of exposure across the age ranges (Tables S1 and S2).

**Discussion**

**Population PK model**

This is the first PopPK analysis of tapentadol in children aged from 2 to <18 years with moderate-to-severe acute postsurgical pain. Tapentadol PK was best described by a one-compartment model with first-order absorption and first-order elimination. None of the studied covariates were found to be either statistically significant or clinically relevant except for bodyweight, which was already included in the base model. This suggests that the tested covariates, ie age, sex, CRCL, AST, ALT, ALP, and bilirubin, have no relevant impact on the PK of tapentadol in the currently studied pediatric population older than 2 years of age.

Based on the present model, the mean population clearance for a 71-kg subject is 227 L/h, which is

![Figure 4](https://www.dovepress.com/)<br>**Figure 4** Boxplot of the simulated steady-state area under the curve (AUCss) of tapentadol in adults and pediatric subjects 2 to <18 years of age receiving 1.0 mg/kg, 1.25 mg/kg, and 1.5 mg/kg of tapentadol every 4 hrs. The gray shaded area represents the 2.5th and the 97.5th percentile of the AUCss in adults receiving 50 mg and 100 mg tapentadol every 4 hrs, respectively. The central black line indicates the 50th percentile (median) of the AUC in adults receiving 75 mg tapentadol every 4 hrs. **Abbreviations:** AUC, area under the curve; y, years.

**Table 3** Simulated steady-state tapentadol area under the curve in pediatric subjects receiving tapentadol every 4 hrs for 5 days

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Simulated median steady-state AUC (ng·h/mL) (2.5th–97.5th percentile)</th>
<th>Dose: 1.0 mg/kg</th>
<th>Dose: 1.25 mg/kg</th>
<th>Dose: 1.5 mg/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 to &lt;18</td>
<td>294.91 (186.61–450.55)</td>
<td>368.64 (233.27–563.19)</td>
<td>442.36 (279.91–675.83)</td>
<td></td>
</tr>
<tr>
<td>6 to &lt;12</td>
<td>247.48 (157.87–389.49)</td>
<td>309.34 (197.33–486.87)</td>
<td>371.21 (236.80–584.24)</td>
<td></td>
</tr>
<tr>
<td>2 to &lt;6</td>
<td>187.37 (118.60–306.58)</td>
<td>234.21 (148.25–383.23)</td>
<td>281.06 (177.90–459.87)</td>
<td></td>
</tr>
</tbody>
</table>

**Abbreviation:** AUC, area under the curve.
comparable to a previously published value of 214 L/h based on an adult tapentadol population PK model.21 Bodyweight normalized CL/F (L/h/kg) and V/F (L/kg) were highest for the youngest age group and decreased with increasing age (Figure 5). The highest CL/F (L/h/kg) translates to the lowest AUC in the youngest age group. On the other hand, total CL/F (L/h) (uncorrected for bodyweight) increased with age owing to the associated increase in bodyweight.

### Maturation

The current model suggests that bodyweight is an adequate descriptor for CL/F and V/F in the pediatric population. The estimated exponents for the effect of bodyweight on V/F and CL/F (Table 2) are slightly lower than the values that are generally applied in allometric scaling (1 and 0.75 for V/F and CL/F, respectively). The data support identification of the exponents, providing the most accurate description of the relationship of V/F and CL/F and weight (Figure 5). Fixed exponents are applied due to the belief that the exponents are universal. This is based on the observation that interspecies metabolic rate and organ cross-sectional areas scale linearly with a slope of about 0.75.22,23 However, there is a debate in the modeling community whether the exponents should be fixed or estimated, and both approaches have been used.23,24

Below 2 years of age, an additional equation is required to describe age-related changes in CL/F and V/F related to maturation of the liver and kidney function in addition to the above mentioned size-related changes.22 The maturation is usually complete in 2-year-old children, as was demonstrated in a range of pediatric studies. The current results confirm these findings, as age in addition to weight did not contribute to a better explanation of the variation in CL/F and V/F. This indicates that the major route of tapentadol metabolism (glucuronidation involving several UGT isoforms) is essentially mature by the age of 2 years. Since children younger than 2 years were not included in the current studies, the current model does not inform the population PK in children younger than 2 years.

### Exposure matching

Although pain intensity measurements were taken in the trials that formed the basis for the current pediatric population PK model, these trials were not designed to generate robust efficacy data: it was only intended to explore efficacy after a single dose in a preliminary fashion and not to investigate a possible PK/PD relationship in children.

#### Table 4 Simulated steady-state tapentadol area under the curve in adult subjects receiving tapentadol every 4 hrs for 5 days

<table>
<thead>
<tr>
<th>Dose (mg)</th>
<th>Simulated median steady-state AUC (ng·h/mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5% Percentile</td>
</tr>
<tr>
<td>50</td>
<td>130.7</td>
</tr>
<tr>
<td>75</td>
<td>196.1</td>
</tr>
<tr>
<td>100</td>
<td>261.5</td>
</tr>
</tbody>
</table>

Abbreviation: AUC, area under the curve.

Figure 5 Empirical Bayesian estimates of bodyweight-normalized apparent clearance (left panel) and apparent clearance (right panel) versus weight together with modeled relationship, using a power function (line) (Table 2).

Abbreviations: AUC, area under the curve; yrs, years.
Identification of a PK/PD relationship across the different age groups is hindered by a multitude of pain scales used in children and adults. In spite of the difficulties in measuring pain response in different age groups, the two mechanisms of action of tapentadol (μ-opioid receptor agonism and noradrenaline reuptake inhibition) are well understood in adults, and there is evidence that both mechanisms are functioning even in very young children. The latter implies that dose levels in children could be optimized by matching the resulting exposures to the levels that are known to be efficacious and safe in adults. The efficacy of tapentadol IR has been demonstrated in adult acute pain patients, with a clear exposure/response relationship for dosages from 50 to 100 mg IR every 4–6 hrs.

### Dose selection for a confirmatory efficacy trial

Simulations were performed to determine the optimal dose of tapentadol in pediatric patients from 2 to <18 years. Table 3 and Figure 4 present the exposure distributions for the three age groups for three different dose levels. The incremental increase in dose from 1 mg/kg to 1.5 mg/kg yields a relatively small change in the exposure distribution for each given age group. This is due to the high degree of variability within the pediatric population and is a reflection of the different age and weight combinations even within the predefined age group. The exposures are lowest in the youngest age group, which is related to the exponent in the relationship between clearance and weight (Table 2, Figure 5), and results in higher clearances per kg bodyweight in young children. However, there is a high degree of overlap in exposure between the three age groups for a given dose (Figures 4 and S3). The similarity in exposure (based on the overlay coefficient) between the youngest and oldest age groups is 37% (Table S2) and the middle group, 6 to <12 years, have exposures closer to the older group with an overlay coefficient of 73% compared to an overlay coefficient of 60% with the younger group (Table S2). The median exposure between the oldest and youngest group decreases by 36% (Table 3).

The abovementioned characteristics of the exposure distributions do not warrant different dose levels for the different age groups. The optimal dose level for all age groups is 1.25 mg/kg every 4 hrs, which is identical to the maximum adult dose. The proposed dosing regimen was investigated in a confirmatory efficacy trial (www.clinicaltrials.gov:NCT02081391) which will be reported separately in this tapentadol series.

### Conclusion

A one-compartment model with first-order absorption and linear elimination best described tapentadol PK data across the age range from 2 to <18 years. Weight was identified as the most important covariate on clearance and volume of distribution. A dosing scheme of 1.25 mg/kg every 4 hrs is proposed in order to achieve exposures that were safe and efficacious in adults after administration of 50–100 mg tapentadol IR every 4 hrs. The proposed tapentadol OS dose was subsequently applied in a confirmatory efficacy trial in 2-year-old to <18-year-old patients suffering from acute postsurgical pain.

### Abbreviations

ALP, alkaline phosphatase; ALT, alanine transaminase; AST, aspartate transaminase; AUC, area under the curve; CL/F, total clearance after non-intravenous administration; COV, covariate; CYP450, cytochrome P450; CRCL, creatinine clearance; CWRES, conditional population residual; DV, observed values; IIV, interindividual variability; IR, immediate release; Ka, first-order absorption rate constant; LOQ, limit of quantification; MOR, μ-opioid receptor agonism; NRI, noradrenaline reuptake inhibition; OFV, objective function value; OS, oral solution; PK, pharmacokinetics; PopPK, population pharmacokinetics; PR, prolonged release; PRED, prediction; SCM, stepwise covariate model; Tlag, lag-time; TVP, typical value of the parameter; VPC, visual predictive check; V/F, volume of distribution after nonintravenous administration; WT, weight.
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Figure S1 Histograms of the random effects (ETA) for clearance (CL/F), volume of distribution (V/F), absorption rate constant (Ka), and the conditional weighted residuals (CWRES). The solid line represents the scaled (by area) probability density functions with mean zero, and variances of ETA as estimated by mixed effects modeling (Table 2). The variance of CWRES is equal to one.
**Figure S2** Simulation based visual predictive check (VPC) using final parameter estimates from the population pharmacokinetic model based on NCT01729728 and NCT01134536 data. Blue open circles represent observed tapentadol concentrations; solid lines represent observed 2.5th, median, and 97.5th percentile of tapentadol concentration-time course, dotted lines represent 2.5th, median, and 97.5th percentile of the predicted tapentadol concentration-time course; gray areas represent the corresponding 95% confidence intervals.

**Abbreviation:** yrs, years.

**Figure S3** Overlaid histograms of the simulated AUCss produced following a dose of 1.25 mg/kg every 4 h in children aged 2 to <18 years. The median simulated AUCss for each age group are displayed.

**Abbreviations:** AUCss, area under the curve at steady-state; y, years.
Table S1 Frequencies count obtained from the 1000 simulated tapentadol AUC at steady-state with 1.25 mg/kg

<table>
<thead>
<tr>
<th>AUC range (ng·h/mL)</th>
<th>Age group</th>
<th>12 to &lt;18 years</th>
<th>6 to &lt;12 years</th>
<th>2 to &lt;6 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>100–149.9</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>150–199.9</td>
<td>3</td>
<td>30</td>
<td>213</td>
<td></td>
</tr>
<tr>
<td>200–249.9</td>
<td>39</td>
<td>165</td>
<td>354</td>
<td></td>
</tr>
<tr>
<td>250–299.9</td>
<td>158</td>
<td>263</td>
<td>237</td>
<td></td>
</tr>
<tr>
<td>300–349.9</td>
<td>208</td>
<td>218</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td>350–399.9</td>
<td>222</td>
<td>170</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>400–449.9</td>
<td>176</td>
<td>87</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>450–499.9</td>
<td>121</td>
<td>45</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>500–549.9</td>
<td>37</td>
<td>14</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>550–599.9</td>
<td>24</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>600–649.9</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>650–699.9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviation: AUC, area under the curve.

Table S2 Calculated overlay coefficient for each age group

<table>
<thead>
<tr>
<th>Groups compared</th>
<th>OVL fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.365</td>
</tr>
<tr>
<td>12 to &lt;18 years with 6 to &lt;12 years</td>
<td>0.73</td>
</tr>
<tr>
<td>6 to &lt;12 years with 2 to &lt;6 years</td>
<td>0.598</td>
</tr>
</tbody>
</table>

Abbreviation: OVL, overlay.

Table S3 Number of simulated steady-state AUCs from 1000 simulations which are outside of the 95% CI for each age group and each dose level

<table>
<thead>
<tr>
<th>Dose</th>
<th>95% CI</th>
<th>12 to &lt;18 years</th>
<th>6 to &lt;12 years</th>
<th>2 to &lt;6 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 mg/kg</td>
<td>Under</td>
<td>1</td>
<td>3</td>
<td>56</td>
</tr>
<tr>
<td>1.25 mg/kg</td>
<td>Under</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1.5 mg/kg</td>
<td>Under</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.0 mg/kg</td>
<td>Over</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.25 mg/kg</td>
<td>Over</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.5 mg/kg</td>
<td>Over</td>
<td>18</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Abbreviations: AUC, area under the curve; CI, confidence interval.