Neural network and logistic regression diagnostic prediction models for giant cell arteritis: development and validation
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Purpose: To develop and validate neural network (NN) vs logistic regression (LR) diagnostic prediction models in patients with suspected giant cell arteritis (GCA). Design: Multicenter retrospective chart review.

Methods: An audit of consecutive patients undergoing temporal artery biopsy (TABx) for suspected GCA was conducted at 14 international medical centers. The outcome variable was biopsy-proven GCA. The predictor variables were age, gender, headache, clinical temporal artery abnormality, jaw claudication, vision loss, diplopia, erythrocyte sedimentation rate, C-reactive protein, and platelet level. The data were divided into three groups to train, validate, and test the models. The NN model with the lowest false-negative rate was chosen. Internal and external validations were performed.

Results: Of 1,833 patients who underwent TABx, there was complete information on 1,201 patients, 300 (25%) of whom had a positive TABx. On multivariable LR age, platelets, jaw claudication, vision loss, log C-reactive protein, log erythrocyte sedimentation rate, headache, and clinical temporal artery abnormality were statistically significant predictors of a positive TABx (P<0.05). The area under the receiver operating characteristic curve/Hosmer–Lemeshow P for LR was 0.867 (95% CI, 0.794, 0.917)/0.119 vs NN 0.860 (95% CI, 0.786, 0.911)/0.805, with no statistically significant difference of the area under the curves (P=0.316). The misclassification rate/false-negative rate of LR was 20.6%/47.5% vs 18.1%/30.5% for NN. Missing data analysis did not change the results.

Conclusion: Statistical models can aid in the triage of patients with suspected GCA. Misclassification remains a concern, but cutoff values for 95% and 99% sensitivities are provided (https://goo.gl/THCnuU).
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Introduction

Giant cell arteritis (GCA) is the most common primary vasculitis in the elderly and can cause blindness or occasionally have life-threatening consequences.1 Although the diagnosis of GCA is initially based on clinical manifestations and usually confirmed by temporal artery biopsy (TABx), at times it can be difficult to diagnose because of GCA’s protein manifestations and systemically occult presentation.2 In addition, whereas the reference standard for the diagnosis of GCA is a positive TABx, this is an invasive procedure. Also, the primary treatment of GCA, systemic glucocorticoids, has many potential complications. As such, the decision to perform TABx and initiate glucocorticoids can be difficult when there are multiple risk factors of varying importance.
Meehl’s disturbing little book, Clinical Versus Statistical Prediction,3 showed that statistical models can outperform clinical experts. Humans are prone to making biased predictions based on heuristic methods and may have difficulty synthesizing the cumulative risk of, and interactions among, multiple predictor variables.4 Properly formulated regression equations usually surpass human experts because the mathematical algorithms can better calculate the appropriate weights that should be placed on individual predictor variables.5 Although no prediction rule can be substituted for a TABx, it is advantageous to have an objective, accurate prediction model, based on commonly used clinical criteria, to estimate the risk of GCA prior to TABx.

Logistic regression (LR), and artificial neural networks or neural networks (NN) are two of the most commonly used clinical prediction models for data classification. LR is the most widely applied prediction model for binary classification. The coefficients from this parametric method show the association of the input variables with the outcome and can suggest a causal inference. NN are processing algorithms modeled after the neural connections of the brain. Just as neuronal connections can be bolstered or decreased through repeated activation, NN can perform an analogous process through mathematical weighting to activate pathways that connect with the desired output. NN is a semi-parametric “black box” method that shares some similarities with LR but has a hidden layer(s) that makes it difficult to delineate the relationship between a predictor variable and the outcome. The advantages of NN compared with LR include the ability to detect automatically complex nonlinear relationships between predictor and outcome variables, and to implicitly discern interactions among independent variables.6

There are many risk prediction models for GCA,7–11 but few have sufficient size or design to meet the guidelines for transparent reporting of a multivariable prediction model for individual diagnosis (TRIPOD).12 Our group recently published a 10-factor multivariable LR rule7 in a cohort of 530 subjects. This LR model had fair discrimination and calibration but an 18% misclassification rate and a false-negative (FN) rate of 54%. FN errors are least desirable in a GCA prediction model due to the potential risks of vision loss (VL) and aortitis.

A sample size calculation for NN is difficult to accurately accomplish, but typically NN perform well with only large datasets,13 and may require thousands of examples for a nonlinear algorithm.14 After developing a prediction rule, an additional test set (holdout set) of patients is required for external validation. The aim of this study was to gather a large set of patients with suspected GCA from multiple centers and develop LR and NN models and externally validate them. We chose the NN model with the lowest FN rate. On review of the Pubmed, Embase, and Google Scholar databases in September 2018, using the search terms “giant cell arteritis” and “neural networks”, there is only one previous NN prediction model for GCA. This was intended for the classification rather than diagnosis of GCA and analyzed an exclusive database of known vasculitis patients.15

Methods

This study was approved by the Michael Garron Hospital Research Ethics Board and by the Institutional Review Boards from each contributing center, and was compliant with the Declaration of Helsinki. Patient consent was not required by the ethics boards as there was no patient randomization, there was no allocation to treatment groups, there were no new treatments, and because the study involved no more than record analysis. The chart review was not blinded.

A retrospective chart audit of consecutive adult patients who had TABx for suspected GCA was conducted at 14 secondary and tertiary care medical centers in Canada (Toronto, ON; Kingston, ON; London, ON; Ottawa, ON; Hamilton, ON; Montreal, QC; Winnipeg, MB; Vancouver, BC), the United States (Baltimore, MD; Boston, MA; Rochester, MN; Fisherville, VA; and Tampa, FL), and Zurich, Switzerland.16

Our outcome variable for this study was biopsy-proven GCA, ie, the pathologic diagnosis from TABx was considered the final diagnosis. Indeterminate TABx were regarded as negative TABx. Healed arteritis was considered a positive TABx if glucocorticoid improved the patient’s symptoms, and long-term steroid treatment was prescribed (see Supplementary material).

The predictor variables were chosen from clinical judgment and the literature.7 The predictor variables were age, gender, new onset headache (HA), clinical temporal artery abnormality (TAabn), jaw claudication (JC), permanent retinal, optic nerve or visual pathway ischemic VL, diplopia, pre-steroid erythrocyte sedimentation rate (ESR), pre-steroid C-reactive protein (CRP) divided by the upper limit of normal (for vasculitis) for each lab, and pre-steroid platelet level. For this study, we did not consider transient VL without fundus abnormality as VL.

The dose and duration of glucocorticoid treatment prior to TABx was recorded, as was the length of the biopsy. Because our end point was biopsy-proven GCA, subjects who did not have TABx within 2 weeks of glucocorticoid initiation...
were excluded. TABx may remain positive for 2–6 weeks after commencement of treatment\(^7\) but the 2-week cutoff was chosen to minimize the chances of FN pathology, and because the histologic findings of GCA may begin to alter only after 4 days of glucocorticoid treatment.\(^18\) Bloodwork values that were not obtained prior to glucocorticoid initiation were not used for analysis, but patients were still considered for the missing data analysis (MDA). In patients who had bilateral TABx, the sum of the biopsy lengths was recorded as the biopsy length.

From our original study,\(^7\) polymyalgia rheumatica (PMR) was not included as a predictor variable as it can be a nonspecific clinical manifestation, with overlapping age and acute phase response characteristics with GCA. The distinction of PMR from osteoarthritis flare can be difficult. Reports of joint X-rays were not uniformly available in this study.\(^7\) Also, rotator cuff injury and fibromyalgia may have overlapping clinical features with PMR.

Race/ethnicity was excluded as a study variable because it can be difficult to define and is an indeterminate proxy for genetic similarity. Many scholars view racial identity as primarily a social construct and one that can misdirect the categorization of participants in biomedical research.\(^19\) In addition, many of our charts did not identify ethnicity or race. Furthermore, using the internal biologic effect of an individual study participant’s self-reported race/ethnicity is thought to have low potential validity in observational research.\(^20\)

Our minimum required sample size was 600 patients, to allow for 100 events and 200 nonevents in each of the development and validation sets, as recommended for external validation of LR prediction rules.\(^21\) A formal sample size calculation for an NN is exceedingly difficult to make. Our aim was to acquire at least 1,000 subjects for an NN, to facilitate the development training, validation, and test (holdout) sets. Internal validation and geographic external validation were performed.

The individual patient was the unit of analysis for the statistical models. Statistical evaluations were performed using Stata 15.1 (StataCorp LLC, College Station, TX, USA), JMP Pro13.2 (JMP SAS Institute, Marlow, Buckinghamshire, UK), and R 3.5.0 (R Foundation for Statistical Computing, 2018, Vienna, Austria). An \(\alpha=0.05\) was used for statistical significance.

The continuous variables were graphed. Histogram of the CRP and ESR data showed a right skew distribution (see Supplementary material). A logarithmic transform was used to normalize the CRP and ESR and improve the LR model. In the NN, the program’s “transform covariates” option was selected.

The NN was designed in JMP Pro 13.2 with a single hidden layer and the hyperbolic tangent activation function (Figure 1). The number of nodes in the hidden layer was determined from a preliminary analysis of the minimum root mean square error (RMSE)\(^22\) of models with one to nine nodes in the hidden layer; four nodes provided the lowest RMSE. To fit the NN, we transformed covariates, used the absolute penalty method, and performed 20 tours. Continuous variables were transformed using the Johnson distribution to minimize the negative effects of outliers or highly skewed distributions. The absolute penalty method further decreased the chance of overfitting and was chosen over the squared penalty method because our previous LR analysis\(^7\) had showed that the ten input variables had unequal predictive ability. The 20 tours or runs mitigate the issue with local minimums.\(^23\) The NN analysis with one hidden layer, four hidden units, transformed covariates, and squared penalty method was run 25 times. The NN with the least number of FNs was chosen as the final model.

Internal validation using tenfold cross validation was performed. For the LR, the \(c\)-statistic was averaged for each fold with bootstrapping of the cross-validated area under the curve.\(^24\) Tenfold cross validation was also performed for the NN using JMP Pro for internal validation with a random seed of zero.

The LR was performed with the same data partitioning as the NN model. Model performance was reported for discrimination, calibration, and clinical utility. Receiver operating characteristic curves (ROC) analysis and \(c\)-statistic was performed in JMP Pro to determine the discrimination of each model. Calibration was performed with the Hosmer–Lemeshow test and calibration plots using Stata. Overall performance measures were reported using the Brier score and generalized \(R^2\). The clinical utility of the models was determined with decision curve analysis (DCA).

MDA was performed with the “informative missing” option in JMP Pro for LR and NN using mean imputation for continuous effects. For categorical effects, the missing value was coded as a separate level of the effect. Multiple imputation (MI) with chained equations with 30 imputations was performed using Stata for the LR and R for the NN, Stata does not perform NN analysis.

Results
We retrieved the records of 1,833 patients who underwent TABx at the 14 centers, 465 (25%) of whom had
biopsy-proven GCA. The dates of the TABx at the various centers ranged from January 2006 to June 2018. There was information for complete-case analysis (CCA) in 1,201 patients, 300 (25%) of whom had a positive TABx and 901 (75%) of whom had a negative TABx.

The characteristics of the patients with negative vs positive TABx are shown in Table 1. Patients with positive TABx were older, had more temporal artery tenderness/pulselessness/nodularity, JC, VL, and higher levels of ESR, CRP, and platelets (all $P<0.001$).

In 1,501/1,833 (82%) of subjects, the biopsy length was readily available. The average length was 2.25 cm ($\pm 0.95$) in the 1,142 subjects with a negative TABx, and 2.32 cm ($\pm 0.90$) in the 359 with a positive TABx, with no statistically

### Table 1

<table>
<thead>
<tr>
<th>Factor</th>
<th>Negative biopsy</th>
<th>Positive biopsy</th>
<th>$P$-value</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>1,368</td>
<td>465</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, years, $\mu$ (SD)</td>
<td>72.8 (10.4)</td>
<td>77.2 (8.2)</td>
<td>$&lt;0.001$</td>
<td>38, 98</td>
</tr>
<tr>
<td>Female</td>
<td>933 (68.7%)</td>
<td>329 (71.2%)</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Headache, new onset</td>
<td>957 (73.3%)</td>
<td>313 (74.5%)</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>TAbn</td>
<td>441 (34.3%)</td>
<td>193 (46.6%)</td>
<td>$&lt;0.001$</td>
<td></td>
</tr>
<tr>
<td>Jaw claudication</td>
<td>257 (19.9%)</td>
<td>215 (49.8%)</td>
<td>$&lt;0.001$</td>
<td></td>
</tr>
<tr>
<td>Vision loss</td>
<td>235 (18.1%)</td>
<td>126 (29.5%)</td>
<td>$&lt;0.001$</td>
<td></td>
</tr>
<tr>
<td>Diplopia</td>
<td>105 (8.1%)</td>
<td>47 (11.0%)</td>
<td>0.071</td>
<td></td>
</tr>
<tr>
<td>ESR, $\mu$ (SD)</td>
<td>41.2 (30.1)</td>
<td>55.2 (30.1)</td>
<td>$&lt;0.001$</td>
<td>0.01, 224</td>
</tr>
<tr>
<td>CRP, $\mu$ (SD)</td>
<td>5.7 (12.1)</td>
<td>11.6 (4.4)</td>
<td>$&lt;0.001$</td>
<td>0.01, 212</td>
</tr>
<tr>
<td>Platelets, $\times 10^7$/L, $\mu$ (SD)</td>
<td>282.6 (104.9)</td>
<td>371.8 (142.9)</td>
<td>$&lt;0.001$</td>
<td>27, 1,199</td>
</tr>
<tr>
<td>Biopsy length, cm, $\mu$ (SD)</td>
<td>2.3 (1.0)</td>
<td>2.3 (0.9)</td>
<td>0.24</td>
<td>0.3, 7.5</td>
</tr>
</tbody>
</table>

**Abbreviations:** CRP, C-reactive protein divided by upper limit of normal for each lab; ESR, erythrocyte sedimentation rate; TAbn, temporal artery tenderness, pulselessness, or nodularity.

---

**Figure 1** Neural network design.

**Notes:** This neural network had ten input variables: age, sex, headache, clinical temporal artery abnormality, jaw claudication, vision loss, diplopia, ESR, C-reactive protein, and platelets. There was one hidden layer with four nodes (H1_1 to H1_4), each of which used the hyperbolic tangent activation function. The output was the biopsy result (bx_result). The equations and weights used for the neural network risk score are shown on the right.

**Abbreviations:** CRP_ULN, C-reactive protein divided by upper limit of normal of each lab; ESR, erythrocyte sedimentation rate; TAbn, temporal artery tenderness, pulselessness, or nodularity.
significant difference \( (P=0.24) \). Of the 1,105 subjects who had information on unilateral vs bilateral biopsy, 437 (40%) had a bilateral TABx. The proportion of positive TABx in the unilateral biopsy group was 162/667 (24.3%), and that in the bilateral biopsy group was 109/437 (24.9%), which was not a statistically significant difference \( (P=0.80) \).

Thirty-one patients (1.7% of all the patients) were diagnosed as having healed arteritis on pathology, and were included for analysis because the abnormal TABx result confirmed the clinical impression of GCA.

In 681 charts, the referral source was documented; 319 (46.8%) originated from internal medicine or primary care physicians.

There were 361 patients with ischemic VL; in 171 (47.3%), further details of fundoscopy and the ophthalmic history were available (Table 2). Of these 171 patients, 59 had biopsy-proven GCA and 112 did not. In the 59 patients with biopsy-proven GCA, 49 (83%) had anterior ischemic optic neuropathy (AION) and 4 (7%) subjects had bilateral AION; the average age of these patients was 77.9 years and 59% were female. Of the 112 patients with negative TABx, 64 (57%) were deemed to have non-arteritic AION (NAION), and there were no cases of bilateral simultaneous AION. The average age of this group was 74.1 years, and 61% were female. Six patients (10%) in the TABx-positive group had central retinal artery occlusion. Twenty-six patients (23%) in the biopsy-negative group had a retinal arterial occlusion, 23 central, 1 hemi-retinal, and 2 branch.

Normal serology (the combination of ESR <50 mm/hour, plus CRP and platelets at or below their upper limit of normal) was seen in 30 of the 300 subjects with complete information and biopsy-proven GCA. Six of these “seronegative” GCA patients \( (6/30=20\%) \) were diagnosed as healed arteritis.

To facilitate geographic external validation, the data were allocated into a training set and validation set which together comprised 81.4% of our data \( (2,122 \) patients), and a test (holdout) set with 18.6% of the data \( (315 \) subjects). The allocation of the datasets is shown in Table A of the Supplementary material.

The LR model had no model misspecification and no multicollinearity, with mean variance inflation factor 1.17, and the variance inflation factors for ESR, CRP, and platelets were 1.42, 1.54, and 1.18, respectively (see Supplementary material). Multivariable LR showed that platelets, age, JC, VL, log CRP, logESR, TAabn, and HA were statistically significant predictors of biopsy-proven GCA (see Table 3).

Internal validation of the LR model with tenfold cross validation and bootstrap was consistent with good predictive performance with an area under the receiving operating characteristic (AUROC) of 0.806 \( (95\% \text{ CI}, 0.777, 0.836) \). Internal validation of the NN model with tenfold cross validation, with one hidden layer and four nodes, with transform covariates with absolute penalty method showed an AUROC of \( 0.850 \) \( (95\% \text{ CI} 0.8234, 0.8740); \) see Supplementary material.

External validation was performed on the holdout set and the results are shown in Table 4. The NN had higher sensitivity and accuracy than the LR, with a 17% lower FN rate. On Hosmer–Lemeshow testing, the calibrations of the LR \( (P=0.119) \) and NN \( (P=0.805) \) models were acceptable. The discrimination of the LR and NN models was good at 0.867 \( (0.794, 0.917) \) and 0.860 \( (0.786, 0.911) \), respectively. The area under the curve (AUC) difference was 0.007 higher for the LR than the NN, but not statistically significant on comparison of the ROC curves.

### Table 2 Documented causes of vision loss

<table>
<thead>
<tr>
<th>Details</th>
<th>Negative TABx</th>
<th>Positive TABx</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>112</td>
<td>59</td>
</tr>
<tr>
<td>AION</td>
<td>64 (57%)</td>
<td>49 (83%)</td>
</tr>
<tr>
<td>PION</td>
<td>10 (9%)</td>
<td>3 (5%)</td>
</tr>
<tr>
<td>CRAO/BRAO</td>
<td>26 (23%)</td>
<td>6 (10%)</td>
</tr>
<tr>
<td>Stroke</td>
<td>10 (9%)</td>
<td></td>
</tr>
<tr>
<td>CRVO</td>
<td>1 (--1%)</td>
<td>1 (--2%)</td>
</tr>
<tr>
<td>CAR</td>
<td>1 (--1%)</td>
<td></td>
</tr>
</tbody>
</table>

**Abbreviations:** AION, anterior ischemic optic neuropathy; BRAO, branch retinal artery occlusion; CAR, cancer-associated retinopathy; CRAO, central retinal artery occlusion; CRVO, central retinal vein occlusion; n, number of subjects; PION, posterior ischemic optic neuropathy; TABx, temporal artery biopsy.

### Table 3 Multivariable logistic regression for the outcome of a positive temporal artery biopsy with complete-case analysis

<table>
<thead>
<tr>
<th>Variables</th>
<th>OR</th>
<th>P-value</th>
<th>95% CI, OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.060</td>
<td>&lt;0.001</td>
<td>1.036, 1.085</td>
</tr>
<tr>
<td>Female</td>
<td>0.923</td>
<td>0.686</td>
<td>0.627, 1.359</td>
</tr>
<tr>
<td>Headache</td>
<td>1.540</td>
<td>0.035</td>
<td>1.030, 2.301</td>
</tr>
<tr>
<td>TAabn</td>
<td>1.466</td>
<td>0.019</td>
<td>1.064, 2.017</td>
</tr>
<tr>
<td>Jaw claud</td>
<td>3.398</td>
<td>&lt;0.001</td>
<td>2.314, 4.991</td>
</tr>
<tr>
<td>Vision loss</td>
<td>2.611</td>
<td>0.005</td>
<td>1.327, 5.138</td>
</tr>
<tr>
<td>Diplopia</td>
<td>1.127</td>
<td>0.606</td>
<td>0.714, 1.780</td>
</tr>
<tr>
<td>log (ESR)</td>
<td>1.200</td>
<td>0.043</td>
<td>1.005, 1.433</td>
</tr>
<tr>
<td>log (CRP/ULN)</td>
<td>1.370</td>
<td>&lt;0.001</td>
<td>1.246, 1.507</td>
</tr>
<tr>
<td>Platelets</td>
<td>1.005</td>
<td>&lt;0.001</td>
<td>1.003, 1.006</td>
</tr>
<tr>
<td>Constant</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** n=1,201; McFaddens \( R^2=0.243 \), log pseudolikelihood=510.985. **Abbreviations:** CRP/ULN, C-reactive protein divided by upper limit normal of each lab; ESR, erythrocyte sedimentation rate; Jaw Claud, jaw claudication; log, natural logarithm; R\(^2\), pseudo R square; TAabn, clinical temporal artery abnormality.
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DCA uses a net benefit approach that incorporates clinical consequences to determine whether basing clinical decisions on a model would do more good than harm. The misclassification rate of LR was 20.6% vs 18.1% for NN. There were 47.5% FNs with LR, and 30.5% with NN.

The comparative risk scores for CCA of the LR and NN models in subjects with positive vs negative TABx are shown in Figure 3. The interquartile range of the negative biopsy group is <0.5, but there are still some high scoring outliers that contribute to the false positives. In the positive biopsy group, the subjects with scores <0.5 are the FNs, and much of the interquartile range involves the FN region. However, the median score of the NN in the positive biopsy group is higher than its LR counterpart, reflecting the greater sensitivity of the NN vs LR model. Using the LR coefficients and NN weights from JMP Pro, an online spreadsheet calculator for the prediction models was made (https://goo.gl/THCnuU). A list of high-, medium-, and low-risk clinical scenarios for GCA and their risk score profiles are shown in Table B of the Supplementary material.

The probability cut point for a predicted positive result defaults at 0.5 in the models, but the sensitivity can be improved by adjusting the cutoff score. Table C of the Supplementary material shows the risk score cut points

<table>
<thead>
<tr>
<th>Model</th>
<th>Logistic regression (CCA)</th>
<th>Neural network (CCA)</th>
<th>Logistic regression (MDA)</th>
<th>Neural network (MDA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.525</td>
<td>0.695</td>
<td>0.531</td>
<td>0.602</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.951</td>
<td>0.891</td>
<td>0.904</td>
<td>0.838</td>
</tr>
<tr>
<td>PLR</td>
<td>10.610</td>
<td>6.380</td>
<td>5.500</td>
<td>3.710</td>
</tr>
<tr>
<td>NLR</td>
<td>0.500</td>
<td>0.340</td>
<td>0.520</td>
<td>0.480</td>
</tr>
<tr>
<td>PPV</td>
<td>0.861</td>
<td>0.789</td>
<td>0.732</td>
<td>0.648</td>
</tr>
<tr>
<td>NPV</td>
<td>0.774</td>
<td>0.833</td>
<td>0.794</td>
<td>0.809</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.794</td>
<td>0.819</td>
<td>0.780</td>
<td>0.760</td>
</tr>
<tr>
<td>MCR</td>
<td>0.206</td>
<td>0.181</td>
<td>0.220</td>
<td>0.241</td>
</tr>
<tr>
<td>FNR</td>
<td>0.475</td>
<td>0.305</td>
<td>0.469</td>
<td>0.398</td>
</tr>
<tr>
<td>Calibration H–L P</td>
<td>0.119</td>
<td>0.805</td>
<td>0.420</td>
<td>0.987</td>
</tr>
</tbody>
</table>

Abbreviations: c, concordance statistic or the area under receiving operating curve; CCA, complete-case analysis; FNR, false-negative rate; H–L P, probability of Hosmer–Lemeshow test (calibration is acceptable if P>0.05); MCR, misclassification rate; MDA, missing data analysis; n, number of subjects; NLR, negative likelihood ratio; NPV, negative predictive value; PLR, positive likelihood ratio; PPV, positive predictive value; $R^2$, square or percent of variance explained by the model; ROC, receiver operating characteristic.

$(P=0.317$; see Figure 2). The misclassification rate of LR was 20.6% vs 18.1% for NN. There were 47.5% FNs with LR, and 30.5% with NN.

DCA uses a net benefit approach that incorporates clinical consequences to determine whether basing clinical decisions on a model would do more good than harm. The misclassification rate of LR was 20.6% vs 18.1% for NN. There were 47.5% FNs with LR, and 30.5% with NN.

DCA uses a net benefit approach that incorporates clinical consequences to determine whether basing clinical decisions on a model would do more good than harm. The misclassification rate of LR was 20.6% vs 18.1% for NN. There were 47.5% FNs with LR, and 30.5% with NN.

DCA uses a net benefit approach that incorporates clinical consequences to determine whether basing clinical decisions on a model would do more good than harm. The misclassification rate of LR was 20.6% vs 18.1% for NN. There were 47.5% FNs with LR, and 30.5% with NN.
required to achieve sensitivities of 99%, 95%, and 90%, and the associated change in specificity.

The missing data pattern is shown in the Supplementary material. Overall, 66% of the charts had data for CCA. The most common cause for missing data was unavailability of one or more of the bloodwork values, which accounted for 59% of the missing data.

As expected, the AUROC from MDA was less robust than from CCA, with an AUC decrement of 0.051 for NN and 0.040 for LR (see Figure 2). The ROC for both missing data models remained good with NN_MDA at 0.809 (95% CI, 0.752, 0.855) and LR_MDA at 0.827 (95% CI, 0.772, 0.870). The accuracy of the MDA models decreased by 1.4% for the LR_MDA and 5.9% for the NN_MDA. The other performance characteristics of the models with missing data are shown in Table 4. The LR_MDA showed that JC, platelets, age, VL, log CRP, HA, and TAAbn remained statistically significant at the P=0.05 level which was similar to the LR_CCA (see Supplementary material).

MI with 30 imputations was performed for the LR model using the nonpartitioned dataset. The non-log transformed covariates did not show substantive differences from CCA. Age, TAAbn, JC, VL, and ESR retained statistical significance after MI with P<0.05, but HA did not (P_CCA=0.041 → P_MI=0.414). CRP became statistically significant after MI analysis. (P_CCA=0.060 → P_MI=0.049). Gender and diplopia were not statistically significant predictors before or after MI.

MI was performed for the NN using R (see Supplementary material). For NN_MDA, this revealed AUROC 0.838 (95% CI 0.791, 0.884) with misclassification rate 20.5% and FN rate 47.8%. Comparing the NN_CCA and NN_MDA models, the misclassification rates were comparable but the FN rate was higher in the NN_MDA model. We were unable to compare changes in the relationship of the predictor variables to outcome in the “black box” of NN.

Discussion

LR and artificial NNs are two of the most commonly employed statistical prediction models for clinical risk estimation. LR is a parametric method in which coefficients and intercepts are explicable, and is best applied to “linearly separable” classes. NN is a semiparametric “black box” method the multiple weights from which are difficult to interpret. The advantages of NN over LR include the ability to implicitly detect complex nonlinear relationships between dependent and independent variables and the ability to detect all possible interactions between predictor variables. One prior article explored NN for GCA, but this was developed from a database of 807 patients all known to have vasculitis, and of whom 214 had the diagnosis of GCA. The authors of this article used their NN to classify GCA versus other vasculitides, and not for the diagnosis in individual patients. Their NN required the result of the TAbx, had no external validation, assigned missing data a value of

**Figure 2** Receiver operating characteristic curves for the LR and NN models.
**Notes:** Both the NN and LR models had good discrimination. The solid lines represent the CCA and the dotted lines represent the MDA. The darker lines are the NN, and the lighter ones the LR.
**Abbreviations:** AUC, area under the curve; CCA, complete-case analysis; LR, logistic regression; MDA, missing data analysis; NN, neural network.

**Figure 3** Boxplot of predicted risk scores for the neural network and logistic regression models for the positive and negative temporal artery biopsy groups.
**Notes:** Risk scores ≥0.5 predict a positive temporal artery biopsy result. The horizontal line inside the box is the median value. The lower hinge of the box is the 25th percentile and the upper hinge of the box is the 75th percentile. The dots indicate the outliers with high-risk scores in the negative biopsy group.
**Abbreviations:** LR_model, logistic regression prediction model; NN_model, neural network prediction model.
zero, did not examine CRP or platelets, did not maintain age or bloodwork values as continuous variables, did not consider VL (one of the most feared complications of GCA), and used a database almost half the size of that in our study.

The strengths of this study include its size, generalizability, external validation, compliance with TRIPOD guidelines, the prediction of GCA risk prior to TABx, combined application of clinical predictors such as VL plus bloodwork, maintenance of continuous variables, online calculator for the LR and NN models, the consistency of our utility rate and biopsy lengths with the published literature, and performance on DCA.

Our study is the largest diagnostic multivariable prediction rule for biopsy-proven GCA. We exceeded the 10 events per predictor variable suggested for LR, by more than fourfold. Our model complies with the TRIPOD guidelines with an analysis of missing data and external validation. Missing data analyses including MI did not suggest significant difference from our CCA. Our combined validation and holdout sets, derived from multiple centers had 177 events and 475 nonevents, exceeded the minimum sample size recommendations for external validation.21,26

The results of this multicenter study are generalizable to patients with suspected GCA who have no ocular symptoms as 79% of the subjects in our database had neither VL nor diplopia. Also, in the 681 patients (37% of total n) with an identified referral source, 46% of the patients originated from rheumatology, internal medicine, primary care, or other non-eye care practitioners.

Unlike some other algorithms,8,15 our model predicts the risk of GCA prior to TABx. Some prediction models only examine serology or neglect critical factors such as VL.9 This study emphasizes the advantages of both clinical and bloodwork variables.

To optimize statistical power, age and bloodwork values were maintained as continuous variables. Much information is lost when continuous variables are dichotomized.27 Many other prediction rules dichotomize a platelet level of ≥400 × 10⁹/L as abnormal, rendering a platelet level of 399 × 10⁹/L as “normal”, even though this portends a higher risk for GCA than a platelet level of 150 × 10⁹/L. In this study, the average platelet level for the positive TABx group was 372 × 10⁹/L (±143), which is below the commonly used cutoff for thrombocytosis.

The seemingly small odds ratios associated with continuous variables such as age and bloodwork should not be misconstrued as contributing less to the risk score than binary variables with a larger odds ratio. Age has an odds ratio of 1.06, and platelets 1.005. For every one-unit increase in age, there is a 6% increase in the odds of a positive TABx; for each unit increase in platelets, the odds of a positive TABx increases 0.5%. This concept is better visualized on a nomogram.28

Some prediction models for TABx require extensive calculations, eg, multiple likelihood ratios.11 Our user-friendly model has an online spreadsheet to calculate the risk score for the LR and NN models (https://goo.gl/THCnuU).

In this study, we find that the NN had a higher sensitivity and accuracy than the LR in predicting biopsy-proven GCA, with a substantially lower FN rate. Our models had a good internal validity on cross-validation tests, and our TABx data also support the reliability of our conclusions. The positive yield of TABx (utility rate) in this study was 25.4%, consistent with the 25% (95% CI 21, 27) median utility rate from a systematic review of the TABx literature29 and other studies.10 Although skip lesions on TABx may bias the results, our average biopsy length was 2.3 cm, which exceeds the 0.5–1.5 cm optimum length thresholds recommended by large TABx pathology series.31–33 Although the European League Against Rheumatism (EULAR) Vasculitis Study Group guidelines do not recommend routine bilateral TABx,34 the rate of discordant TABx has been reported from 3% to 12.7%.35,36 The utility rate of our unilateral (60% of our cases with 24.2% positive yield) vs bilateral TABx (40% of our cases with 24.9% positive yield) showed no statistically significant difference and likely did not influence our findings.

DCA allows the determination of net benefit by incorporating the relative consequences of false positives and negatives in order to evaluate the potential clinical usefulness of the model.37 On DCA, our prediction model is better than “biopsy all” or “biopsy none” strategies for a useful and large range of decision cut points. This prediction model may support a decision to forego TABx in frail, infirm patients with very high P. However, given the many side effects of long-term glucocorticoids, many clinicians would still advocate confirmatory TABx.

The weaknesses of this study include its retrospective nature (see discussion in our initial article), misclassification error, and confinement to biopsy-proven GCA. TABx is the reference standard for the diagnosis of GCA,38 but GCA remains a clinical diagnosis. Although classification criteria for GCA exist, diagnostic criteria confirmed by large studies are pending. The NN and LR models are subject to misclassification error because of the overlapping symptoms and signs that GCA shares with other diseases, including primary HA syndrome, other autoimmune diseases,39 infection,
polymyalgia, fibromyalgia, amyloidosis, herpes zoster, and NAION. In addition, we did not document the final diagnoses of the patients from the 14 centers, and we did not consider variables such as PMR and race for reasons outlined in the “Methods” section. Although there were missing data in 34% of the subjects (predominantly bloodwork results), MI analysis supported the results of the complete case analysis.

TABx has long been regarded as the reference standard test for GCA. However, the most recent EULAR recommendations suggest color doppler ultrasound or magnetic resonance imaging as the lead investigation for cranial GCA, in centers with imaging expertise. Our prediction model can be used in conjunction with imaging and emerging tests such as HLA-DRB1*04/genetic tests, dynamic contour tonometry of the eye or possibly wide-field, swept source optical coherence tomography angiography of the eye in making patient decisions for steroid initiation and TABx. In the future, larger datasets incorporating the aforementioned variables may further enhance the NN performance.

We acknowledge that many other statistical models can be applied to GCA. (Random forest decision tree provided limited discrimination in our group of patients, see Supplementary material.) Although Lee et al found that a support vector machine (SVM) algorithm accurately predicted GCA, we did not find SVM to be superior to LR. Compared with LR, NN is a “black box” technique because the intermediate hidden layer(s) do not provide a direct route from the input variables to the output. The NN had 17% fewer FNs than LR. Given the morbidity of possible blindness, FN errors were more objectionable than false-positive predictions which might lead to unnecessary TABx.

Conclusion

Both the NN and LR prediction models had good discrimination, but the NN model had fewer FNs. Prediction models aid in the objective triage of patients with suspected GCA and can improve the diagnostic yield of TABx, but they are not a substitute for TABx. No prediction model is infallible and misclassification is an ongoing concern, especially in a disease such as GCA with protean clinical manifestations and occasional occult presentation.
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