Model-dependent pharmacokinetic analysis of enalapril administered to healthy adult volunteers using orodispersible minitablets for use in pediatrics
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Introduction: Comparative pharmacokinetic (PK) data analysis of drugs administered using developed child-appropriate and market authorized dosage formulation is sparse and is important in pediatric drug development.

Objectives: To compare and evaluate any differences in PK of enalapril administered using two treatments of child-appropriate orodispersible minitablets (ODMTs) and market authorized reference tablet formulation (Renitec®) using PK compartment model and validated least square minimization method (LSMM) of parameter estimation.

Methods: Full profile data sets were obtained from a phase I clinical trial, whereby three treatments of enalapril, i.e., reference tablets with 240 mL water (treatment A), child-appropriate ODMTs with 240 mL (treatment B), and ODMTs dispersed in the mouth with 20 mL water (treatment C), were administered to 24 healthy adult volunteers. Virtual validation analysis was conducted using R program to select accurate and precise LSMM of parameter estimation. For the selection of PK model and estimation of parameters, enalapril data were fitted with one- and two-compartment models with first order of absorption and elimination, with and without incorporated lag time parameter (tlag). The log-transformed PK parameters were statistically compared by the two-sided paired t-test with the level of significance of P<0.05.

Results: One-compartment model with first-order absorption and elimination and incorporated lag time adequately predicted concentrations of enalapril. Reciprocal of predicted concentration using iteratively reweighted LSMM was selected as the most appropriate method of parameter estimation. Comparison of PK parameters including rate constant of absorption and elimination, volume of distribution, and tlag between the three treatments showed significant difference (P=0.018) in tlag between treatments B and A only.

Conclusion: Compared with reference formulation, enalapril administered from child-appropriate ODMTs administered with 240 mL water appeared 4 minutes earlier in serum. No other differences were observed in absorption, elimination, and relative bioavailability of drug between the three treatment arms.
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Introduction

Treatment and management of pediatric heart failure have usually been based on the evidence of heart failure treatment in adults due to a lack of pediatric clinical trials and subsequently a lack of approved drugs for children. Despite major successes of the US pediatric legislation initiative in 1997 and the European pediatric regulation in 2007, no drug had been successfully approved for US American or European children.
with heart failure under these legislations. This is regarded as a severe risk for children because pediatric heart failure is characterized by high mortality rates. Since the developing child undergoes maturation and growth, and since children show a different etiology of heart failure compared with adults, pharmacokinetics (PKs) and pharmacodynamics are different and therefore dosing regimens for children are also considered to be different.

The European Medicine Agency’s Pediatric Heart Failure Expert Group Meeting had recommended angiotensin-converting enzyme (ACE) inhibitors as the first-line treatment for chronic heart failure in pediatrics with emphasis to evaluate safety-related data of the chronic use of these medicines. The ACE inhibitor enalapril has proven to prolong survival and has been put onto the priority list of drugs to be developed for pediatric heart failure treatment. At present, the drug has not been approved for pediatrics under the age of 6 years or 20 kg in Europe.

Drug formulations like liquids and suspensions are usually recommended for children, but excipients and the specific challenges of palatability limit their use. Solid dosage formulations have advantages in this regard because they do not need excipients and can be masked for bitter taste. For children, solid dosage forms usually have to be crushed and used as extemporaneous preparations resulting in compounding errors and dosing inaccuracies. To account for these problems, child-appropriate solid dosage forms like orodispersible minitablets (ODMTs) are considered as a preferred choice of dosage formulation for drug administration in children. Moreover, they offer reduced transportation costs to developing areas than larger solid formulations.

WHO and European Medicine Agency (EMA) have emphasized the need to develop child-appropriate dosage formulations, and the European Commission has launched an investigator-driven drug development programs for children for innovative child-appropriate formulations covering highly needed pediatric indications such as pediatric heart failure treatment with enalapril. Within this program, enalapril as ODMTs has been developed for children and a bioavailability study has been conducted in healthy volunteers comparing the oral dispersible minitablet formulation with the market available generic formulation of enalapril (Renitec). Typically, noncompartmental PK analysis is performed to compare the bioavailability of drug reflected by the rate and extent (area under the curve and maximum serum concentrations) to which the active pharmaceutical ingredient or prodrug is absorbed from a drug product into systemic circulation. However, a PK compartmental modeling analysis is expected to give additional information regarding the comparison of absorption rate constant and delay in the appearance of enalapril in blood administered by the two formulations. The PK modeling of the parent drug enalapril provided here will enable a later PK modeling analysis of the parent drug together with the active metabolite enalaprilat in serum as well as in urine.

Objectives
Using a model-dependent PK approach with lag-time, rate constant of absorption (KA), volume of distribution (VD), fraction of dose absorbed (f), and rate constant of elimination (KE) of enalapril concentration-time profiles after application of 10 mg ODMTs and 10 mg of the reference generic formulation (5 mg tablet) in healthy adult volunteers were evaluated and compared. To substantiate the quality of the modeling approach, a validation study for the selection of an accurate and precise method of least square minimization using different weighting schemes was performed to evaluate and compare PK parameters of enalapril.

Materials and methods
Simulated validation study
The aim of the simulated validation study was to select an adequate least square minimization method (LSMM), which iterates the most accurate and precise parameters of a PK model.

PK model for the validation process
Goodness of fit plots indicated the one-compartment model to be adequate for the analysis of real data sets; therefore, a simulated validation process was carried out using the one-compartment model with the first order of absorption and elimination (Bateman function) (Equation 1).

\[
C(t) = \frac{dose \times f}{VD} \times \left( \frac{KA}{KA - KE} \right) \left( e^{-KEt} - e^{-KA\mu} \right)
\]

where dose represents the 100 µg of administered amount of XY drug through extravascular route, f is the factor of bioavailability, C represents the concentration, t represents time point after drug administration, KA and KE represent rate constants of absorption and elimination, and VD means the volume of distribution.

Source data for the validation process
An R program using R version 3.3 was written to generate simulated serum concentrations of 100 fictive subjects with
predefined individual PK parameters. The values of each PK parameter of each subject were randomized with a lognormal distributed variability of 30% to imitate interindividual variability given in Table 1. Based on the generated random values of the set of PK parameters of all 100 subjects and the PK model (Equation 1), data sets of the concentration-time profiles at defined points of time were calculated by inserting individual set of PK parameters at each point of time t, ie, at 0.167, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 2, 3, 4, 5, and 6 hours, respectively.

Calculated serum concentrations were assigned with a proportional error to imitate the case of typical errors occurring through analyzing the process for drug concentrations. For this step, R procedure rnorm was used to generate random numbers following a normal distribution around zero with a standard deviation (SD) of 30%.

**Validation process**

The generated data for validation were fitted with the selected Bateman function specified in the predefined Phoenix® WinNonlin® (Certara) version 8 model library. The Gauss–Newton algorithm, with Levenberg and Hartley modifications, was used for iteration. PK modeling of the generated data sets was performed using LSMM in which model parameters were iterated to minimize the sum of square residuals by applying weights on all fictive concentrations. Different weighting schemes were analyzed, for instance, uniform weights using ordinary least square (OLS) minimization method were applied on all the concentrations to give equal importance in minimizing the sum of squares. Similarly, weighted least square (WLS) and iterative reweighted least square (IRLS) minimization methods were analyzed by applying weights as reciprocal 1/y or squared of the reciprocal 1/y² observed concentrations and reciprocal 1/y or squared of the reciprocal 1/y² predicted concentrations on all fictively generated concentrations, respectively. The equations for the parameter iteration and minimization of OLS, WLS, and IRLS objective function are expressed in Equations 2, 3, and 4, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Geometric mean</th>
<th>Geometric CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>KA (1/h)</td>
<td>5 1/h</td>
<td>30%</td>
</tr>
<tr>
<td>KE (1/h)</td>
<td>1 1/h</td>
<td>30%</td>
</tr>
<tr>
<td>VD (L)</td>
<td>100 L</td>
<td>30%</td>
</tr>
</tbody>
</table>

**Table 1 Geometric mean and CV values of pharmacokinetic parameters of the Bateman function used for the generation of 100 fictive profiles**

Abbreviations: CV, coefficient of variation; KA, rate constant of absorption; KE, rate constant of elimination; VD, apparent volume of distribution.

The equations for the parameter iteration and minimization of OLS, WLS, and IRLS objective function are expressed in Equations 2, 3, and 4, respectively.

\[
\text{OLS}(\Theta) = \sum (Y_i - f(p_i, \Theta)) \quad (2)
\]

\[
\text{WLS}(\Theta) = \sum (Y_i - f(p_i, \Theta))^2 \cdot W \quad (3)
\]

\[
\text{IRLS}(\Theta) = \sum (Y_i - f(p_i, \Theta))^2 \cdot PW \quad (4)
\]

where the symbol \(\sum\) represents the sum of all individual observed concentrations \(Y_i\). The symbol \(f(p_i, \Theta)\) represents the concentrations \(pi\) predicted using the function \(f\) and iterated predicted parameters \(\Theta\), \(W\) represents weights applied as \(1/y\) or \(1/y^2\) observed concentrations, and \(PW\) represent weights applied as \(1/y\) or \(1/y^2\) predicted concentrations.

**Comparing the iterated and reference PK parameters**

Adequacy of the LSMM used in the validation process was evaluated by using typical validation characteristics, namely, accuracy and precision of the PKs parameters, calculated by writing an R program by using the following calculations:

\[
\text{Relative error} \% = \frac{\text{Iterated_value}}{\text{Reference_value}} \cdot 100 \quad (5)
\]

\[
\text{Normalized parameter} = \frac{\text{Iterated_value}}{\text{Reference_value}} \quad (6)
\]

\[
\text{Precision} = \frac{\text{SD (normalized parameter)}}{\text{Mean (normalized parameter)}} \cdot 100 \quad (7)
\]

\[
\text{Accuracy} = \frac{\text{Mean (relative error)}}{\text{Reference_value}} \quad (8)
\]

Accuracy and precision were chosen as desired statistical measures for evaluation, as proposed in the International Council on Harmonization (ICH) Tripartite Guideline for Validation of Analytical Procedures and were evaluated in the light of the Food and Drug Administration (FDA) guideline for bioanalytical method validation. It has to be considered that the FDA generally stated a replicate of samples or measurements that were necessary for these determinations, whereas the present evaluation was based on the precision and accuracy of iterated values compared with generated values (as representatives for measured values), of the individual subjects of a fictive study population. The mean value of accuracy should be within 15% of the actual value and the precision at each concentration level should not exceed 15% of the coefficient of variation.

**PK modeling of the real data**

PK modeling of the real data was then performed based on the results obtained from the validation process. The most
appropriate LSMM according to the results of the simulated validation study was used.

**Trial design and source data of enalapril concentrations**

Data were generated from a phase I clinical trial with a publically outlined design\(^2\) and part of the LENA project (labeling of enalapril from neonate to adolescence, European Union Seventh Framework Program [FP7/2007–2013] under the grant agreement no 602295). Approval for the trial protocol was given by the independent Ethics Committee of the University Hospitals KU Leuven, and the study was conducted in accordance with the ICH Tripartite Guideline on Good Clinical Practice.\(^2\) In brief, the PK modeling analysis was the second step using the measured concentration of enalapril and enalaprilat where 24 healthy male and female volunteers were included in an open-label, randomized crossover, three-treatment, three-period study. Blood samples were taken at 0.17, 0.33, 0.5, 0.75, 1, 1.25, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 6, 8, 10, 12, 24, and 48 hours after administration of the drug. Treatment A contained two reference tablets each of 5 mg strength swallowed with 240 mL of water. Treatment B consisted of ten ODMTs each of 1 mg strength swallowed with 240 mL of water. Treatment C consisted of ten ODMTs each of 1 mg strength dispensed on the tongue following wetting of the mouth with 20 mL of water in fasting state. Subject no 5 of treatment A was pointed out as an outlier and follows an unusual double peak with an unusually delayed tmax of around 4 hours. Application of the Wagner–Nelson method found that after 3 hours of drug administration, only 30% of the drug was absorbed compared with the 95%–100% of the drug absorbed in almost all other subjects. Therefore, subject number 5 was excluded from the main PK modeling analysis.

**Bioanalytics of enalapril**

Prior to sample preparation, samples, standards, and quality controls were mixed with 5 µL benazepril working solution (IS) and 1,100 µL water. The samples were extracted with Oasis\textsuperscript{®} 96-well MAX solid-phase extraction plates (10 mg, 1 mL). The latter were primed with 1 mL of formic acid in methanol (2%, v/v) followed by an equilibration step with 1 mL of water. After the sample was loaded into the cartridges and passed, the sorbent was washed by 1.0 mL of water, 1.0 mL of methanol–acetone mixture (60:40, v/v), 1.0 mL of ethyl acetate, and 500 µL methanol. Finally, the analytes were eluted from the cartridges with once 0.4 mL of formic acid in methanol (2%, v/v). The eluate was evaporated to dryness under a gentle stream of compressed air while shaking at 550 rpm at 40°C. The residue was reconstituted with 100 µL of methanol and water (40:60, v/v). This final step made for a dilution of the sample/standard concentration in the ratio of 1:2.

The enalapril determination in reconstituted solution was conducted utilizing liquid chromatography-triple quadrupole tandem mass spectrometry in positive ionization mode (Shimadzu HPLC 10 coupled with AB Sciex API 2000 mass spectrometer). Chromatographic separation was carried out on an XBridge\textsuperscript{®} BEH C18 3.5 µm column (3.0×150 mm) applying a gradient of methanol and water (both acidified with 0.1% formic acid and 2 mM ammonium formate) within a run time of 7 minutes. For quantification, the ion transitions 377.2–234.2 m/z (mass-to-charge) for enalapril and 425.3–351.2 m/z for benazepril (internal standard) were used. Moreover, the applied bioanalytical method was characterized by a small sample volume of 50 µL serum encompassing a calibration range from 0.195 to 200 ng/mL. The method was fully validated according to EMA and FDA bioanalytical method validation guidelines by using European Pharmacopoeia Reference Standard of enalapril. Obtained mean accuracy values ranged from 92.1% to 108.4% of the nominal concentration at the lower limit of quantification (LLOQ) (0.195 ng/mL), from 91.6% to 100.2% at the low concentration level (3.125 ng/mL), from 94.3% to 100.4% at the medium level (25 ng/mL), and from 92.6% to 98% at the upper limit of quantification (200 ng/mL). The time-different intermediate precision varied between 5.0% and 9.5% across all concentration levels and was subsequently well within the guideline limits of ±15% (±20% at LLOQ).

All unknown serum samples were quantified using freshly prepared calibration curves with linear regression (1/x\(^2\) weighting). The calibration curves were established by plotting the concentration ratio of enalapril to IS against the peak area of enalapril to IS. Analyst software version 1.5.1 with IntelliQuan\textsuperscript{®} as integration algorithm without smoothing was applied for data acquisition and evaluation. Study samples measured below the LLOQ were not included in the PK modeling analysis.

**Software used and PK modeling**

Phoenix\textsuperscript{®} WinNonlin\textsuperscript{®} version 8 was used for the nonlinear regression analysis. The data were fitted with the one- and two-compartment models, with and without incorporating a lag time of absorption, with the first order of absorption and elimination. Both models were analyzed on the basis of goodness of fit plots, including time vs log and linear observed and predicted plots, observed vs predicted plots, and residual vs predicted plots. Information from the validation step was used to select the LSMM, which predicts the most accurate and precise model parameters. Initial parameters...
were generated using an inbuilt curve stripping and grid search method of Phoenix® WinNonlin®. Upper and lower bounds were applied to the initial parameter values.

**Descriptive and inductive statistics**

Descriptive statistics, including the calculation of geometric mean, standard deviation, and % coefficient of variation of the PK parameters iterated for each treatment, was performed using Phoenix® WinNonlin®. An R program was written for a two-sided paired t-test on the log-transformed parameters to evaluate the statistically significant differences between the PK parameters of treatments A, B, and C iterated for each individual.

**Results**

**Selection of LSMM**

Weighting scheme, using reciprocal of the squared predicted concentration 1/y^2 (IRLS minimization method) predicted all PK parameters of the Bateman function, ie, VD, KA, and KE, within the acceptable mean accuracy range of 15% specified by the FDA (Table 2). Especially, the percent inaccuracy of KA was 0.15%, while all other weighting schemes were not able to predict KA values in the acceptable accuracy range.

Similarly, weighting scheme applied as reciprocal of the squared predicted concentration (1/y^2 pred) iterated the most precise PK parameters compared with all other weighting schemes. The precision of VD and KE parameters were within the FDA-specified precision range of 15%. However, the precision of KA was calculated to be 40% and was much higher than the specified limits. This may be due to the inclusion of less number of fictive time points of sampling in the absorption phase during the fictive data generation, which was not sufficient to iterate a precise value of KA for each subject. Still, weighting by reciprocal of the squared predicted concentration resulted in lower imprecision compared with the accuracy calculated using other weighting schemes as summarized in Table 2.

OLS minimization method resulted in the lowest sum of square residual value as summarized in Table 3. However, the method produced the least precise and less accurate PK parameters compared with other weighting schemes.

Therefore, accuracy and precision, not the sum of the squared residual values, were used in the selection of the appropriate LSM method for modeling of the real data set. Model performance for fitting the simulated data sets can be visualized using the goodness of fit plot in Figure 1, which shows that the model and weighting scheme adequately predicted the simulated data.

Concentration-dependent residuals can be seen in Figure 1A. This is due to the proportional error added to the generated concentrations, which is in line with simulation to the proportional error found in the real data.

**Result of the PK modeling analysis of the enalapril real data sets**

The one-compartment model with the first order of absorption and elimination and an incorporated lag time adequately predicted the absorption, distribution, and elimination phases of enalapril time vs concentration profiles of the three treatments. The model was not adequate to predict few lower concentrations at the onset of absorption and the elimination phases as shown in Figure 2. A two-compartment model (results not shown in the present paper) was able to predict those few concentrations but resulted in higher standard errors for one or more model parameters. As the simpler

### Table 2

<table>
<thead>
<tr>
<th>Weights</th>
<th>VD</th>
<th>KA</th>
<th>KE</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Accuracy</td>
<td>% Precision</td>
<td>% Accuracy</td>
<td>% Precision</td>
</tr>
<tr>
<td>1/y^2 pred</td>
<td>2.360</td>
<td>1.11</td>
<td>0.148</td>
</tr>
<tr>
<td>1/y pred</td>
<td>0.499</td>
<td>20.69</td>
<td>23.14</td>
</tr>
<tr>
<td>1/y^2 obs</td>
<td>27.46</td>
<td>33.60</td>
<td>55.67</td>
</tr>
<tr>
<td>1/y obs</td>
<td>6.522</td>
<td>27.37</td>
<td>16.51</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.320</td>
<td>33.33</td>
<td>53.15</td>
</tr>
</tbody>
</table>

**Abbreviations:** KA, rate constant of absorption; KE, rate constant of elimination; obs, observed; pred, predicted; VD, apparent volume of distribution.

### Table 3

<table>
<thead>
<tr>
<th>Weights</th>
<th>SSR</th>
<th>WSSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/y^2 pred</td>
<td>0.16</td>
<td>0.81</td>
</tr>
<tr>
<td>1/y pred</td>
<td>0.14</td>
<td>0.25</td>
</tr>
<tr>
<td>1/y^2 obs</td>
<td>0.25</td>
<td>1.10</td>
</tr>
<tr>
<td>1/y obs</td>
<td>0.16</td>
<td>0.30</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.13</td>
<td>0.13</td>
</tr>
</tbody>
</table>

**Abbreviations:** SSR, sum of squared residual; WSSR, weighted sum of squared residual; obs, observed; pred, predicted.
one-compartment model predicted most of the concentrations of PK profile, the use of the two-compartment model with high standard error values shows over parametrization and the model was not selected as our final model. Table 4 summarizes the results of PK modeling for the three treatments of the real study.

Observed vs predicted concentration plots show the model performance, where observed and predicted concentrations agree with each other around the regression line. Furthermore, the identity line was also near to the regression line as shown in Figure 3. Residual vs predicted plots show almost equal spread of residuals along the positive and negative sides as shown in Figure 4.

However, visual inspection of individual plots shows that the model was not adequate to predict few lower concentrations in the onset of absorption and terminal phase of elimination of some subjects. Therefore, higher weights were applied using reciprocal of the predicted concentrations (1/y pred) instead of reciprocal of square predicted (1/y^2 pred) concentration on all observed concentrations. Model performance is shown in Figure 5, which indicates the simulation results, where the observed data were in the range of standard deviation of the mean profile of simulated

<table>
<thead>
<tr>
<th>Parameters</th>
<th>VD/f (L)</th>
<th>KA (1/h)</th>
<th>KE (1/h)</th>
<th>tlag (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment A</td>
<td>Geo mean</td>
<td>69.675</td>
<td>2.275</td>
<td>1.143</td>
</tr>
<tr>
<td></td>
<td>CV %</td>
<td>44.0</td>
<td>78.7</td>
<td>30.1</td>
</tr>
<tr>
<td>Treatment B</td>
<td>Geo mean</td>
<td>80.51</td>
<td>2.882</td>
<td>1.037</td>
</tr>
<tr>
<td></td>
<td>CV %</td>
<td>34.8</td>
<td>39.5</td>
<td>24.2</td>
</tr>
<tr>
<td>Treatment C</td>
<td>Geo mean</td>
<td>72.50</td>
<td>2.800</td>
<td>1.081</td>
</tr>
<tr>
<td></td>
<td>CV %</td>
<td>35.5</td>
<td>48.7</td>
<td>23.6</td>
</tr>
</tbody>
</table>

Notes: Treatment A: reference treatment; treatment B: ODMTs administered with 240 mL water; treatment C: ODMTs administered with 20 mL water.
Abbreviations: CV %, percent coefficient of variation; f, fraction of drug absorbed; Geo mean, geometric mean value of all subjects; KA, rate constant of absorption; KE, rate constant of elimination; PK, pharmacokinetic; tlag, delay time in absorption; VD, apparent volume of distribution.
profiles. The model adequately predicted the individual time vs observed concentration profiles of the three treatment arms as shown in Figure 2.

Statistical paired t-test applied on PK parameters iterated for treatments A, B, and C resulted in only a difference in the lag time of drug absorption between the treatments B and A (P=0.018). Statistical correlation of all other one-compartment model parameters showed no statistical difference as summarized in Table 5.

The mean time taken for the drug to appear in blood was 16 minutes from ODMTs administered with 240 mL water compared with 20 minutes from reference tablets. This means that enalapril appeared 4 minutes earlier after ODMTs administration when compared with the administration of reference formulation.

**Discussion**

A PK model-dependent approach revealed that ODMTs show 4 minutes earlier appearance of enalapril in the systemic
Table 5 Results of the paired t-test for the comparison of pharmacokinetic parameters of the three treatments

<table>
<thead>
<tr>
<th>P-value</th>
<th>A vs B</th>
<th>B vs C</th>
<th>A vs C</th>
</tr>
</thead>
<tbody>
<tr>
<td>KA (1/h)</td>
<td>0.078</td>
<td>0.100</td>
<td>0.018*</td>
</tr>
<tr>
<td>VD/f (L)</td>
<td>0.100</td>
<td>0.098</td>
<td>0.744</td>
</tr>
<tr>
<td>KE (1/h)</td>
<td>0.111</td>
<td>0.316</td>
<td>0.078</td>
</tr>
<tr>
<td>tlag (h)</td>
<td>0.018*</td>
<td>0.172</td>
<td>0.744</td>
</tr>
</tbody>
</table>

Notes: *P-value for the level of significance is <0.05. Treatment A: reference treatment; treatment B: ODMTs with 240 mL water; treatment C: ODMTs dispersed with 20 mL water.

Abbreviations: f, fraction of dose absorbed; KA, rate constant of absorption; KE, rate constant of elimination; tlag, delay time in absorption; VD, apparent volume of distribution.

circulation than the conventional tablets. The model-dependent approach also showed that the KA, the VD, and the KE were not different if ODMTs and conventional tablets were compared. The modeling approach was substantiated by a validation study, which validated the PK software by iterating accurate and precise model parameters. Validation process also shows that the parameter estimation method of least square minimization can iterate highly accurate model parameters with acceptable precision. Therefore, the method can be used in the PK modeling analysis. Validation study showed weighting scheme applied as reciprocal of the squared predicted concentration iterating the most accurate and precise model parameters. However, as the model was not able to predict few lower concentrations at absorption phase; therefore, higher weights were applied using reciprocal of the predicted concentration.

Visual enalapril time vs concentration plots given in the literature suggest that the one-compartmental model shall be the most appropriate PK model for enalapril after oral administration. Literature search has found that at present no PK model of enalapril has been published. The simulated validation study estimated weighting scheme applied as reciprocal of squared predicted concentration in a reiterative manner to iterate the most accurate and precise model parameters. The results were in line with the preference and recommendations given in the literature to use iteratively reweighted LSMM for PK modeling analysis.

The significant difference in the earlier appearance of drug (tlag) in blood after the administration of ODMTs compared with conventional tablets may be linked to the fast disintegration and dissolution, which depends on the exposed surface area of ODMTs in the gastrointestinal tract preceding drug absorption. As ten ODMTs of 1 mg strength administered with 240 mL water provide a larger surface area compared with two 5 mg reference tablets; therefore, higher dissolution rates are expected from the ODMTs.

Previously, lag time parameter has not been used as a model parameter in literature for enalapril. The KA is influenced by the disintegration and dissolution rates; therefore, formulation design may have an effect on the speed of release or absorption of the drug. However, enalapril is a BCS class III drug. Absorption of BCS class III drug depends on the permeability of drug across the intestinal membrane, which remains the same if permeability is not enhanced. As enalapril was administered to the same individuals, the permeability should remain the same and similar KAs were expected as were predicted by the PK model for the three treatments. Previously, no such model-dependent PK comparison of rate and delay in absorption of the drug was reported.

The VD of the drug is dependent on the elimination rate constant, which depends on the status of physiological eliminating organs such as liver and kidney function. As enalapril was administered in three separate periods to the same healthy individuals, the same KE, and apparent VD values in each subject was found by the applied PK modeling analysis. Since the apparent VD is not different between the three treatments administered to the same individuals, the same value for PK parameter VD/f indicates no difference in bioavailability between the three treatment arms. The current analysis was conducted using the LAG time model of absorption. The model did not account for the lower concentrations at the onset of absorption and the higher concentrations as can be seen in Figure 4. This limitation of LAG time model to perfectly account for the lower concentrations and disposition phase has been discussed in literature.

While the current manuscript deals with the PK analysis of the parent prodrug enalapril administered using different treatments modalities, further detailed population PK analysis of enalapril and its pharmacologically active metabolite enalaprilat in serum and urine will be carried out to explain the complete absorption and disposition of the drug and metabolite. In addition to LAG time model, other absorption models with different residual errors shall be used and comparisons shall be made.

Conclusion

The child-appropriate enalapril ODMTs treatment was earlier absorbed and showed a slightly earlier appearance of 4 minutes in the systemic circulation of adult healthy volunteers compared with conventional reference tablets.
The rate of absorption and elimination, as well as the VD, was not different, indicating that the relative bioavailability of enalapril is not different between the formulations. With the use of a model-dependent approach, deeper insights have been gained into the serum concentration profiles of enalapril after administration of ODMTs compared with reference conventional tablets in healthy volunteers.
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