Assessing the oseltamivir-induced resistance risk and implications for influenza infection control strategies

Nan-Hung Hsieh1
Yi-Jun Lin2
Ying-Fei Yang2
Chung-Min Liao2
1Department of Veterinary Integrative Biosciences, College of Veterinary Medicine and Biomedical Sciences, Texas A&M University, College Station, Texas, USA; 2Department of Bioenvironmental Systems Engineering, National Taiwan University, Taipei, Taiwan

Background: Oseltamivir-resistant mutants with higher drug resistance rates and low transmission fitness costs have not accounted for influenza (sub)type viruses. Predicting the impacts of neuraminidase inhibitor therapy on infection rates and transmission of drug-resistant viral strains requires further investigation.

Objectives: The purpose of this study was to assess the potential risk of oseltamivir-induced resistance for influenza A (H1N1) and A (H3N2) viruses.

Materials and methods: An immune-response-based virus dynamic model was used to best fit the oseltamivir-resistant A (H1N1) and A (H3N2) infection data. A probabilistic risk assessment model was developed by incorporating branching process-derived probability distribution of resistance to estimate oseltamivir-induced resistance risk.

Results: Mutation rate and sensitive strain number were key determinants in assessing resistance risk. By increasing immune response, antiviral efficacy, and fitness cost, the spread of resistant strains for A (H1N1) and A (H3N2) were greatly decreased. Probability of resistance depends most strongly on the sensitive strain number described by a Poisson model. Risk of oseltamivir-induced resistance increased with increasing the mutation rate for A (H1N1) only. The ≥50% of resistance risk induced by A (H1N1) and A (H3N2) sensitive infected cells were 0.4 (95% CI: 0.28–0.43) and 0.95 (95% CI 0.93–0.99) at a mutation rate of 10⁻⁶, respectively. Antiviral drugs must be administrated within 1–1.5 days for A (H1N1) and 2–2.5 days for A (H3N2) virus infections to limit viral production.

Conclusion: Probabilistic risk assessment of antiviral drug-induced resistance is crucial in the decision-making process for preventing influenza virus infections.
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Introduction

Influenza epidemics and occasional pandemics have caused >20 million people died in the world.1 A public health priority thus focuses on the effective measures to limit the spread and morbidity of virus infection caused by the potential impact of pandemic influenza. The antiviral drugs are essential requirements for control of initial influenza outbreaks caused by a new virus. There is also a heavy reliance on drug stockpiles in prepandemic plans. Report estimated that over 200 million doses had been stockpiled all over the world.2

A virus surface glycoprotein called neuraminidase (NA) is the principal target for these drugs. NA can facilitate the release of nascent virus and thus the spread of infection. Currently, two of the commonly used NA inhibitors against influenza are oseltamivir (Tamiflu) and zanamivir (Relenza) that are developed based on the knowl-
edge of the enzymatic structure. Oseltamivir can bind to the active site of NA enzyme expressed on the virion surface to attenuate the NA activity, inhibiting the release of newly formed virions from infected cells and reducing the virus infectivity. Moreover, it can limit the virus-penetrating ability in airway mucus. Gubareva et al reported that a small fraction of volunteers infected with the seasonal human H1N1 influenza strain have shed resistant viruses during clinical testing of oseltamivir. The oseltamivir-resistant viruses could carry a mutation of histidine to tyrosine at NA residue 274 (His274Tyr, H274Y) and further causes the weakening of oseltamivir binding. Viruses containing H274Y rapidly became predominant among human seasonal H1N1 isolates since 2007–2008.

In Taiwan, influenza A (H1N1) viruses predominantly circulated and the viruses were all oseltamivir sensitive during 2007–2008 influenza season. However, Wu reported that an average of 46% resistance (22/48) with H274Y mutation in the NA was detected by Taiwan Centers for Disease Control starting from September to December 2008. Moreover, oseltamivir-resistant H274Y seasonal H1N1 viruses have appeared worldwide during 2007–2009 influenza seasons. Chen et al indicated that the pandemic swine-origin 2009 A (H1N1) viruses that swept the globe remain mostly oseltamivir-sensitive, yet scattered H274Y isolates have emerged.

There are two key factors that affect the epidemiology of drug resistance in influenza: 1) the rate at which treated individuals developed drug resistance and 2) the fitness cost of resistance associated with mutation rate. To date, oseltamivir-resistant mutants with higher drug-resistant rates and low transmission fitness costs have not accounted for the influenza (sub)type viruses. Predicting the impacts of NA inhibitor therapy on infection rates and transmission of drug-resistant viral strains will require a multitude of perspectives and approaches.

Here we best fitted the immune response (IR)-based virus dynamic models that built on past models of host–pathogen interactions to oseltamivir-resistant influenza A (H1N1) and A (H3N2) infection data to estimate key parameters including fitness cost, mutation rate, and antiviral efficacy. We compared the results for parameter changes to previous models and extended the model to assess the potential risk of the generation and spread of oseltamivir-resistant influenza virus infections. Finally, we applied the proposed virus dynamic model to simulate the dynamics of sensitive and resistant viruses that varied with mutation rates and to further estimate the risk probability of resistance emergence under different scenarios. The results were also discussed in the context of current efforts to assess the effective opportunity for treatment.

Materials and methods

Study data
To understand the (sub)type viruses and geographic effects on oseltamivir resistance risk of generation and spread, two valuable datasets provided by Gubareva et al (in the USA) and Kiso et al (in Japan) were used. Gubareva et al investigated the potential for the emergence of oseltamivir-resistant variants in 80 adult healthy human volunteers (18–40 years old) treated with this NA inhibitor (twice daily at 20, 100, or 200 mg, or once daily at 200 mg), after experimental infection with a specific influenza A (H1N1) virus (–10⁶ TCID50 [50% tissue culture infective dose]). Drug administration began 28 h after influenza virus inoculation to subjects and continued for 5 days, whereas nasal washes were collected for 8 days. They found that 4% (2 of 54) resistant viruses carrying the H274Y mutation were detected.

Kiso et al investigated oseltamivir resistance in 50 children (2 months–15.8 years old) treated for influenza A (H3N2) in Japan. Oseltamivir was treated with 4 mg kg⁻¹ daily in divided doses twice a day. Viral sequences of specimens before and on days 3–8 of drug administration were analyzed to assure the temporal pattern of emergence of oseltamivir-resistant viruses. Oseltamivir-resistant viruses were first detected at day 4 of treatment and on the following days of the study. They found that 18% (9 of 50) NA mutations in viruses carrying the Arg292Lys (six of nine), Glu119Val (two of nine), and Asn294Ser (one of nine) mutations were detected. They also concluded that children could be a source of viral transmission even after 5 days of treatment with oseltamivir.

IR-based virus dynamic model
A model of IR-based influenza virus dynamics that builds on the past well-developed models by Baccam et al and Handel et al was used to explore the consequences of host–pathogen interactions. The model contains three levels: 1) cell level, 2) virus level, and 3) human IR level. The essential features of the present model are depicted in Figure 1A. The system of ordinary differential equations corresponding to the model in Figure 1A can be expressed as follows:

\[
\frac{dU}{dt} = -bU(V_s + V_r), \quad (1)
\]

\[
\frac{dI}{dt} = bUV_r - d/I_s, \quad (2)
\]

\[
\frac{dI}{dt} = bUV_r - d/I_s, \quad (3)
\]
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\[
\frac{dV_s}{dt} = (1-a)(1-\mu)pI_s - d_sV_s - kXV, \quad (4)
\]

\[
\frac{dV_r}{dt} = (1-a)\mu pI_s + (1-c)pI - d_rV_r - kXV, \quad (5)
\]

\[
\frac{dX}{dt} = rX, \quad (6)
\]

where \( U \) is the initial number of target uninfected cells, \( I_s \) is the number of sensitive infected cells, \( I_r \) is the number of resistant infected cells, \( V_s \) is the sensitive viral load (TCID50 mL\(^{-1}\)), \( V_r \) is the resistant viral load (TCID50 mL\(^{-1}\)), \( X \) is the IR (–), \( b \) is the infection rate (mL d\(^{-1}\) TCID50\(^{-1}\)), \( d \) is the death rate of infected cells (d\(^{-1}\)), \( a \) is the antiviral efficacy, \( \mu \) is the mutation rate per sensitive infected cell division, \( p \) is the virus production rate (TCID50 d\(^{-1}\) mL\(^{-1}\)), \( d_r \) is the death rate of virus (d\(^{-1}\)), \( k \) is the unit conversion constant (d\(^{-1}\)), \( c \) is the fitness cost of resistance, and \( r \) is the growth rate of IR (d\(^{-1}\)).

The basic reproduction number of untreated strains can be determined based on the virus dynamics shown in Equations 1–6 as in Nowark and May\(^27\):

\[
R_0 = \frac{bpU_0(1-a)}{d_I(d_r + kX_0)}, \quad (7)
\]

where \( U_0 \) is the initial number of target uninfected cells and \( X_0 \) is the initial IR.

Therefore, the production number of treated sensitive infected cells (\( R^s_t \)) and resistant infected cells (\( R^r_t \)) can also be determined by the following equation:

\[
R^s_t = \frac{bpU_0(1-a)}{d_I(d_r + kX_0)}, \quad (8)
\]

\[
R^r_t = (1-c)R^s_t, \quad (9)
\]

Equations 7–9 can be used to characterize the generation and spread of sensitive and resistance strains (Figure 1B).

**Probability of oseltamivir-induced resistance risk**

To understand the likelihood that a resistant mutant appeared during the NA inhibitor treatment, we calculated the probability of resistant virus emergence. Under the assumption of complete resistance, the probability of extinction of a resistant virus infected starting from one resistant infected cell can be determined by the ratio of the death rate and the growth rate of resistant infected cells (i.e., \( d_r/r \)) during treatment.\(^28\) The number of resistant infected cells produced
from the sensitive infected cell population is generally proportional to the number of sensitive infected cell divisions \((I_s)\). The mutation rate \((\mu)\) is involved in relating the numbers of resistant and sensitive infected cells\(^{28}\).

After some mathematical manipulations, Foo and Michor\(^{28}\) showed that the number of surviving resistant infected cells \((I_r)\) produced from the sensitive infected cell population during a given treatment can be described by a binomial (BN) distribution with parameters involving \(I_s, \mu,\) and \(d/r_r\) as

\[
I_r = \text{BN}\left(I_s, \mu \left(1 - \frac{d}{r_r}\right)\right).
\]

To estimate the probability of resistance \((P_r)\) describing at least one surviving resistant infected cell produced before the extinction of sensitive infected cells, we approximated \(P_r\) by the probability of extinction of a branching system. The number of resistant infected cells \((I_r)\) can be described by a BN distribution (Equation 10) with a mean of \(I_r \mu (1-d/r_r)^{29}\).

Explicitly, the proposed IR-based virus dynamic model reveals two properties of \(I_r\) as the most important determinant, the conditional probability distribution of ability in Equation 11 can be rewritten mathematically as

\[
P_r = 1 - \exp\left(-I_r \mu \left(1 - \frac{d}{r_r}\right)\right).
\]

To estimate the probability of resistance \((P_s)\) describing at least one surviving resistant infected cell produced before the extinction of sensitive infected cells, we approximated \(P_s\) by the probability of extinction of a branching system. The number of resistant infected cells \((I_r)\) can be described by a BN distribution (Equation 10) with a mean of \(I_r \mu (1-d/r_r)^{29}\).

Explicitly, the proposed IR-based virus dynamic model reveals two properties of \(I_r\) as the most important determinant, the conditional probability distribution of ability in Equation 11 can be rewritten mathematically as

\[
P_r = 1 - \exp\left(-I_r \mu \left(1 - \frac{d}{r_r}\right)\right).
\]

This equation can also be treated as a conditional probability distribution of resistance probability for a given influential parameter. Antia et al\(^{30}\) and Handel et al\(^{25}\) implicated that sensitive infected cells \((I_s)\) played a crucial role in determining the probability of resistance emergence. Given \(I_s\) as the most important determinant, the conditional probability in Equation 11 can be rewritten mathematically as a form of conditional probability distribution of \(P(P_r | I_s)\).

The risk of resistance can be calculated as the probability density function of sensitive infected cells multiplied by the conditional probability distribution of \(P(P_r | I_s)\). Therefore, the probability of oseltamivir-induced resistance risk in influenza (sub)type viruses can be estimated by a joint probability function as

\[
P(R_r) = P(I_s) \times P(P_r | I_s),
\]

where \(P(R_r)\) represents the oseltamivir-induced resistance risk estimate of influenza (sub)type virus infections.

Uncertainty and data analysis

Optimal statistical models were selected on the basis of least-squared criterion from a set of nonlinear models provided by TableCurve 2D packages (AISN Software Inc., Mapleton, OR, USA). This study judged the significance when \(p\)-value <0.05. We used Monte Carlo (MC) technique to quantify the uncertainty and its impact on the estimation of expected risk. An MC simulation was also performed with 10,000 iterations to generate 2.5 and 97.5 percentiles as the 95% CI for all fitted models. The Crystal Ball\(^{\text{®}}\) software (version 2000.2; DecisionEering, Inc., Denver, CO, USA) was employed to implement MC simulation. Model simulations of virus dynamics were performed by using Mathematica\(^{\text{®}}\) (version 5.1; Wolfram Research Inc., Champaign, IL, USA). The techniques of analysis for influenza infection have also been described in our previous studies.\(^{31,32}\)

Results

Fitting models to data

Gamma distribution was selected to be the best-fitted model to the data of sensitive and resistant infected cells, respectively, with \(r^2\) ranging from 0.98 to 0.99 (Figure 2, Table 1). To obtain the essential key parameters in IR-based virus dynamics, the proposed IR-based virus dynamic model was used to fit the total sensitive and resistant data of A (H1N1) and A (H3N2) viruses, respectively (Figure 2). The results were in a good agreement with the data \((r^2=0.77\) for A [H1N1] and \(r^2=0.85\) for A [H3N2]) (Figure 2A and B). The resulting estimated parameter values are listed in Table 2.

Our results showed that the mutation rate per sensitive cell division \((\mu)\) was estimated to be \(2.3\times10^{-6}\) for A (H1N1) and \(2.8\times10^{-6}\) for A (H3N2) based on the initial number of uninfected epithelial cells of \(4\times10^6\). The fitness cost of resistance \((c)\) was estimated to be 0.20 for A (H1N1) and 0.70 for A (H3N2). The IR growth rate \((r)\) and antiviral efficacy \((a)\) used to calculate the reproduction numbers of treated sensitive and resistant infected cells were estimated to be 0.85 \(d^{-1}\) and 0.95 for A (H1N1) and 0.70 \(d^{-1}\) and 0.90 for A (H3N2), respectively. The estimated virus production rate \((p)\) was \(9\times10^{-8}\) TCID50 \(d^{-1}\) mL\(^{-1}\) for A (H1N1) and \(5\times10^{-8}\) TCID50 \(d^{-1}\) mL\(^{-1}\) for A (H3N2).

Table 3 shows that the estimates of basic reproduction numbers of treated sensitive infected cells \((R'_r)\) and treated resistant infected cells \((R'_s)\), respectively, are 85 and 68 for A (H1N1) and 95 and 29 for A (H3N2), respectively. On the other hand, the estimated basic reproduction number of resistant infected cells for A (H1N1) was higher than that of
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A (H3N2). Note, however, that our estimates of A (H1N1) viruses were apparently close to the published data (Table 3).

Generation and spread of resistance

We began with the spread of sensitive strains before treatment described by $R_0$ in Equation 7 for A (H1N1) and A (H3N2). We showed that an increase in IR greatly reduced the spread of sensitive strains. Under the specific antiviral efficacy for oseltamivir-treated A (H1N1) and A (H3N2) infections, the spread of sensitive strains decreased with the increase in IR in two different viral strains. The results showed that a similar extinction fashion for free virus generation ($R^*_t<1$) may occur when IR reached 35.6 and 39.6 for A (H1N1) and A (H3N2), respectively. We showed the generation of sensitive strains under antiviral efficacies ranging from 0.9 to 1 for oseltamivir treatment, indicating that the treatment became effective when the antiviral efficacies ranged from 0.99 to 1. As should be expected, the resistant strains decreased with the increase in IR, antiviral efficacy, and fitness cost. The extinction for generation of resistant A (H1N1) and A (H3N2) virus may occur when IR exceeded 32 and 11, respectively. On the other hand, oseltamivir-resistant strains for A (H3N2) and A (H1N1) decreased with the increase in antiviral efficacy, whereas A (H3N2) had better removing efficiency than A (H1N1). Both A (H1N1) and A (H3N2)

Table 1 Fitted gamma models to the study data of sensitive ($V_s(t)$) and resistant ($V_r(t)$) strains for A (H1N1) and A (H3N2) with the resulting fitted coefficients

<table>
<thead>
<tr>
<th>Strain</th>
<th>$V_s(t)$</th>
<th>$V_r(t)$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
<th>$e$</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (H1N1)</td>
<td>$V_s(t)$</td>
<td>$V_r(t)$</td>
<td>-0.26</td>
<td>2.81</td>
<td>1.38</td>
<td>0.56</td>
<td>3.96</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>$V_s(t)$</td>
<td>$V_r(t)$</td>
<td>-0.04</td>
<td>3.07</td>
<td>4.52</td>
<td>1.75</td>
<td>1.65</td>
<td>0.99</td>
</tr>
<tr>
<td>A (H3N2)</td>
<td>$V_s(t)$</td>
<td>$V_r(t)$</td>
<td>-0.08</td>
<td>2.39</td>
<td>3.73</td>
<td>0.99</td>
<td>2.90</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>$V_s(t)$</td>
<td>$V_r(t)$</td>
<td>-0.04</td>
<td>2.31</td>
<td>5.40</td>
<td>0.84</td>
<td>2.75</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Notes: *Gamma distribution is selected as the best-fitted model (Figure 2): $f(t) = a + b \exp(-t\cdot c/d) \times ((t\cdot c/d) + e - 1)/(e - 1)$.*
viruses had the similar behavior in response to the variation in fitness cost, indicating that resistance strains decreased with the increase in fitness cost.

Figure 3 shows that sensitive and resistant infected cells of A (H1N1) and A (H3N2) as a function of days postinfection varied with the mutation rate ranging from $10^{-5}$ to $10^{-1}$. A different time course for sensitive infected cells of A (H1N1) and A (H3N2) was obvious (Figure 3B, C, E). We found out that when treatment was started 1 day after the infection for A (H1N1), the peak resistant infected cells were reduced to nearly $10^6$ from $10^7$; however, treatment on days 1–1.5 or later had little effect (Figure 3A).

On the other hand, the peak resistant infected cells of A (H3N2) reduced from nearly $8 \times 10^8$ to $10^7$ when drugs were administrated within 2–2.5 days after infection and had little impact when treatment started later than day 2.5 (Figure 3D). Overall, our results indicated that an antiviral drug affecting virus production was only effective when administrated within 1–2.5 days for A (H1N1) and A (H3N2) viruses.

### Risk estimates of resistance

Here we performed an MC simulation with 10,000 iterations to Equation 12 to generate dose–response profiles describing the relationship between the probability of resistance and sensitive infected cells based on a mutation rate distribution for A (H1N1) and A (H3N2), respectively (Figure 4). Figure 4 indicates that the sensitive infected cells that caused 50% resistance probabilities were estimated to be $7.5 \times 10^5$ (95% CI: $6.1 \times 10^5$–$9.5 \times 10^5$) for A (H1N1) and $8.7 \times 10^5$ (95% CI: $7.5 \times 10^5$–$1.1 \times 10^6$) for A (H3N2).

Figure 5 demonstrates the predicted exceedance risks for A (H1N1) and A (H3N2) viruses under three sensitive infected cell distributions varying with mutation rates ($\mu$) of $10^{-6}$–$10^{-4}$ (Figure 5B–D, and F–H) based on the constructed response curves of resistance probability–sensitive infected cells (Figure 5). The results indicate that the probabilities that $\geq 50\%$ of the resistance risk were induced by A (H1N1) sensitive infected cells were estimated to be 0.42 (95% CI: 0.35–0.49), 0.9 (95% CI: 0.86–0.94), and 1 for $\mu=10^{-6}$, $10^{-5}$, and $10^{-4}$, respectively (Figure 5A).

On the contrary, for an exceedance risk of 0.5, A (H3N2) virus had 0.95 (95% CI: 0.93–0.99) and 1 of resistance probabilities caused by sensitive infective cells at $\mu=10^{-4}$ and $10^{-5}$–$10^{-6}$, respectively (Figure 5E). Therefore, the results

### Table 2 Summary of parameter values used in the present IR-based virus dynamic model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
<th>This study</th>
<th>IR model$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U(0)$</td>
<td>Initial number of target cells</td>
<td>$4 \times 10^8$</td>
<td>$4 \times 10^8$</td>
<td></td>
</tr>
<tr>
<td>$I_s(0)$</td>
<td>Initial sensitive infected cells</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$I_r(0)$</td>
<td>Initial resistant infected cells</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$V_s(0)$</td>
<td>Initial sensitive virus TCID50 mL$^{-1}$</td>
<td>$7.7 \times 10^{-3}$</td>
<td>$7.7 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$V_r(0)$</td>
<td>Initial resistant virus</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$X_t$</td>
<td>Initial immune response</td>
<td>0.34</td>
<td>0.34</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3 Basic reproduction numbers obtained from the published literature together with estimates obtained from this study

<table>
<thead>
<tr>
<th>Subtype virus</th>
<th>$R_0$</th>
<th>$R_{0s}$</th>
<th>$R_{0r}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (H1N1)</td>
<td>2257.48</td>
<td>67.72</td>
<td>60.95</td>
<td>Handel et al$^{19}$</td>
</tr>
<tr>
<td>A (H1N1)$^a$</td>
<td>1693.11</td>
<td>84.66</td>
<td>67.72</td>
<td>This study</td>
</tr>
<tr>
<td>A (H3N2)$^b$</td>
<td>940.62</td>
<td>94.06</td>
<td>28.22</td>
<td>This study</td>
</tr>
</tbody>
</table>

Notes: Estimates obtained from this study are shown in bold. $^a$Original data adapted from Gubareva et al$^{8}$; $^b$Original data adapted from Kiso et al$^{26}$.

**Notes:** Estimates obtained from this study are shown in bold. $^a$Original data adapted from Gubareva et al$^{8}$; $^b$Original data adapted from Kiso et al$^{26}$. Infection and Drug Resistance downloaded from https://www.dovepress.com/ by 54.70.40.11 on 03-Jan-2019
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revealed that the risk of oseltamivir-induced resistance increased with the increase in the mutation rate for A (H1N1) virus, but not for A (H3N2) virus. The reason may due in part to the number of A (H3N2) sensitive infected cells increasing with the decrease in the mutation rate (Figures 3E and 5F–H).

**Discussion**

It is known that influenza viruses can develop resistance to oseltamivir that can prevent viral particles from being released by the infected human cells. The benefits of antiviral drug used to control an influenza pandemic may be reduced by the resistance in the virus. Thus, the purpose of this study was to assess the likely risk of resistance strains during an influenza pandemic and how they spread once they had emerged. The impact of antiviral drugs on the emergence and transmission of influenza infections was also presented mechanistically.

Mathematical models are useful tools to explore the complicated relationships of infectious disease transmission processes. In our experience, the accuracy of the estimates for the parameters can well govern the model dynamics. Good parameter estimates can help to understand the model predictions of the potential spread of influenza. Interpretation of available data from experimental infection studies can provide a platform to apply the mathematical model in disease prediction. Moreover, the dynamics of viral shedding following influenza virus infection are key factors when considering epidemic control measures.

This study applied an IR-based virus dynamic model that builds on the past models of a target cell-limited model with delayed virus production introduced by Baccam et al and Handel et al. The proposed model is capable of pointing to a mechanistic explanation for associations among epithelial cell, virus, and human IR levels. We first used the proposed
IR-based virus dynamic model to fit the total sensitive and resistant data to obtain essential key parameters characterizing the viral dynamics. Then we used the present parameterized model to explore the generation and spread of resistance. We found that IR growth rate is the key parameter to determine the growth of virus spread for sensitive and resistant strains. To estimate the IR-based basic reproduction number for sensitive and resistant infected cells, we further derived Equations 7–9 to better understand how IR affects virus generation. The parameter of IR growth rate \( r \) plays the crucial role in shaping the virus dynamics. The study result was consistent with the previous studies.\(^{36,37}\) In our model, the exponential growth variables reflect their capability on viral killing. The infected cell death rate was set in the constant value of 0.5 per day in this study, the equivalent of 2 days for infected cell’s survival time. The cellular IR also plays an important role in this part. As the cytotoxic T lymphocytes can kill cells that are already infected by the virus, the mechanism can be incorporated into the parameter estimates of infected cell death rate in our model.

Nevertheless, we did not use IR growth rate to calculate the basic reproduction number because the parameter was time varying. To calculate the basic reproduction number, we used initial IR to capture the initial conditions for virus spread. Although there had been limitation for the consideration of the relationship between IR growth rate and basic reproduction number, we attempted to use the variable of IR to characterize the generation of virus strains during infection. According to sensitivity analysis, the result showed that oseltamivir resistance for A (H1N1) was greater than that for A (H3N2).

In addition, antiviral efficacy \( a \) and fitness cost \( c \) were also the important model parameters in determining the spread of sensitive and resistant strains. The fitness cost can reflect the resistant virus survival probability in their mutation. Furthermore, it can influence the resistant strain generation. Das et al\(^ {38} \) indicated that fitness costs can limit influenza A virus hemagglutinin glycosylation and restrict its deployment in immune evasion. Note, however, that the resistance strains did not grow to increase the danger.

**Figure 4** Reconstructed dose–response relationships between the probability of resistance and sensitive infected cells for (A) A (H1N1) and (B) A (H3N2).
Figure 5 Predicted exceedance risks of resistance probability for (A) A (H1N1) based on three different fitted lognormal (LN) distributions of sensitive infected cells ($I_s$) varied with mutation rates of (B) $\mu = 10^{-6}$, (C) $\mu = 10^{-5}$, and (D) $\mu = 10^{-4}$ as well as for (E) A (H3N2) at (F) $\mu = 10^{-6}$, (G) $\mu = 10^{-5}$, and (H) $\mu = 10^{-4}$, respectively.
of resistance generation with the increase in antiviral efficacy, although better treatment may remove the sensitive strains. Our study also revealed that increasing the fitness cost greatly reduced the spread of resistant strains for A (H1N1), whereas a change in fitness cost had little impact on the spread of A (H3N2) resistant strains. Collectively, we found that the three crucial parameters of $r$, $a$, and $c$ can be improved to explain the virus spread and generation realistically. Moreover, the spread of resistant H1N1 virus in 2008 was because of a compensatory mutation that eliminated the fitness loss.

To limit viral infection and/or production, we also suggest that antiviral drugs must be administrated within 1–1.5 days for A (H1N1) and 2–2.5 days for A (H3N2) virus infections, with a benefit of combination therapy when administered early. Lee et al.\(^3\) also suggested that lowering the viral load or spread within 2 days of infection allows the rapid control of the influenza A virus infection. The NA inhibitors inhibit viral release by infected cells but are only effective when given within 2 days of symptom onset.\(^4\)\(^,\)\(^4\)\(^0\)

In this study, a probabilistic risk assessment model was developed by incorporating a branching process-derived probability distribution of resistance to estimate oseltamivir-induced resistance risk. Two key determinants govern the probabilistic risk model: 1) the mutation rate ($\mu$) and 2) the number of sensitive infected cells ($I_s$). Here the mutation rate can be used to link the numbers of resistant and sensitive cells. Thus, the probability of emergence depends on the probability of evolution and the probability that the evolved infections do not go extinct because of stochastic effects.\(^3\)\(^9\)

We found that the probability of resistance depended most strongly on the number of sensitive infected cells that increased sigmoidally with the sensitive infected cells in a Poisson fashion. On the other hand, the risk of resistance depended strongly on the mutation rate, implicating that the mutation rate incorporated not only the mutation rate of virus but also its dynamics within the host and its transmissibility.\(^3\)\(^0\)

The key findings of this study related to risk estimates of resistance were that 1) the average numbers of sensitive infected cells that caused 50% resistance probability were nearly $8\times10^5$ for A (H1N1) and $9\times10^4$ for A (H3N2), and 2) the risk of oseltamivir-induced resistance increased with the increase in mutation rate for A (H1N1) virus, but this outcome was not seen in A (H3N2) virus. Thus, to predict the virus-specific oseltamivir-induced resistance risk, we have to take into account both the mutation rate and the number of sensitive infected cells.

The reasonable estimation of model parameters is important in the biological modeling. In view of the previous research, the mutation rate at which NI-resistant mutants were produced for influenza A had been estimated to be nearly $2\times10^{-6} - 7\times10^{-5}$.\(^4\)\(^1\)\(^-\)\(^4\)\(^3\) Based on our simulations, we estimated the mutation rates to be $2.3\times10^{-6}$ and $2.8\times10^{-6}$ for H1N1 and H3N2, respectively. Based on the computational experiment results for viral load data with resistant mutants, the obtained fitness cost ranged from 9% to 49% for different mutants.\(^9\)\(^,\)\(^4\)\(^4\) Our result shows that the fitness costs were 20% and 70% for H1N1 and H3N2, respectively. The IR growth rates were assumed to be a simple rate constant and independent of viral loads, whereas the best-fitted result shows that the IR growth rates were 0.85 and 0.7 for H1N1 and H3N2, respectively. Moreover, the 95% CI of virus production rate ranged between $8.8\times10^{-6}$ and $8.3\times10^{-5}$ from the human experimental influenza infection examination.\(^2\)\(^5\)

In our estimation, the virus production rates were $9\times10^{-6}$ and $5\times10^{-5}$ for H1N1 and H3N2, respectively. The lag times of resistant virus and antiviral efficacy were dependent on the pharmaceutical properties and different subtypes of influenza virus. The estimation values were slightly different with the previous study yet still in the reasonable range.

We think that the parameter comparison between the study results from our current research and Handel et al.\(^1\)\(^9\) would be sufficient if these two similar parameter estimations can be well fitted to the different datasets of viral shedding. Although in vitro data study data could be useful in comparing and verifying the modeling results, the in vivo test that incorporated with model simulations could be more effective in the current study.

Data gaps are the limitation of the model. Because of the limited clinical data for oseltamivir-resistant experiment, we adopted two valuable datasets Gubareva et al.\(^a\) and Kiso et al.\(^2\)\(^6\) which can represent oseltamivir-resistant A (H1N1) and A (H3N2), respectively. Although the unrealistic assumptions may occur in our parameter estimation, we compared the estimated parameters from Handel et al.\(^1\)\(^9\) to reduce the differences and to approximate the real situation.

The population variability could cause the different oseltamivir-induced resistance risk for influenza infection. The age ranges of our examining data for H1N1 were sourced from adult population aged from 18 to 40 years. However, the H3N2 experimental data were mainly for children aged from 2 months to 15.8 years. The data limitation may have several effects on our parameter estimations and study results. As the lack of consistent data could currently prevent us from obtaining quantitative results, more experimental viral shedding data are needed in future studies.

Our model is parsimony of a complex biological process. The validation of the assumptions made in constructing the model and the parameter values used to perform it affect its accuracy. The model could be improved further by direct
experimental verification of those parameters, particularly those for which direct measurements were not available. It is obvious that several of the model predictions will need to be experimentally tested. Although we selected two valuable datasets for distinguishing the sub(type) and geographic effects on oseltamivir-induced resistance risk of generation and spread, we would like to stress the importance of publishing detailed quantitative data on the dynamics of sensitive and resistant strains and dose–response relationships between sensitive infected cells and the probability of resistance.

It is also important to estimate the growth and death rates of sensitive and resistant infected cells during administration of antiviral drugs. Moreover, if the parameters of the model can also be estimated from treatment or prophylaxis, then the model can be applied to these control choices to provide the best control strategy to prevent resistance emergence. Therefore, this methodology together with key parameters derived experimentally can aid the design of optimum administration strategies of treatment options for sub(type) influenza viruses that evolve resistance.

There are some practical implications of this study. First, our results implicated that if we are able to detect an outbreak early and intervene quickly, it might be possible to control a sensitive outbreak and to prevent the emergence and spread of resistance. On the other hand, if control measures are not able to contain the outbreak, or intervention is not quick enough, then the emergence of resistance is very likely. Therefore, to carefully assess intervention methods that take into account drug availability, as well as detailed in drug delivery, for example, at what day postinfection people start taking the drug, for how long they continue to do so, and how that affects transmission, more detailed models are required.19–24

Second, our study suggests that the risk of resistance would be considered into pandemic planning and monitored closely during a pandemic.20 Although predicting whether resistance will disappear, persist, or increase in the next season is difficult, our findings suggest that resistance risk increase should be included in the decision-making process for prevention of influenza. Future modeling studies should also address other relevant issues such as the use of oseltamivir–zanamivir combination or cycling therapy approaches to retain the protection offered by current antiviral drugs.11,45
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