Continuum Computational Fluid Dynamics model of heat transfer in monolith converter
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Abstract: A continuum model representation of transient heat transfer in monoliths with square channels requires solving separate energy balance for gas and solid domains. Comparison of continuum model predictions with results of a full three-dimensional model of distributed square channels shows that besides adequate estimation of effective radial thermal conductivity, heat flux at boundary also needs to be properly assigned. It is shown that solving separate energy balances for solid and fluid domains requires splitting the total boundary heat flux between the two domains. The heat flux can be split based on thermal resistance of the fluid and solid domain in the continuum model. Heat transfer in a monolith with 1024 square channels is simulated using the proposed continuum approach and the direct approach considering each individual channel. The continuum model predicts the radial variation in temperature to within 6°C of that obtained in the actual channel model. Using the model to simulate the heating up of the monolith with hot inlet gas and heat loss at the boundary shows that the heat loss at the monolith boundary does not penetrate to more than three channels near the wall.
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Introduction
Catalytic converters are widely used for reducing tail pipe emissions from a car. A typical converter consists of a monolith with multiple square channels with catalyst on the channel walls. The typical size of a channel is of the order of 1 mm with wall thickness of ~0.1 mm.1 Modeling radial and axial temperature distribution in the monolith as a result of heating from exhaust gas and exothermic reactions is important for predicting cold start emissions. Kolaczkowski et al2 made the first attempt to model steady-state radial heat transfer in monolithic converters by considering channels with finite wall thickness. More recently, Kumar and Mazumdar3 simulated heat transfer with flow and reaction in a full three-dimensional (3D) model of channels. The authors found that computational time increased significantly with the number of channels considered in the computation domain. Traditionally, to reduce the computational time, most 3D models approximate the monolith as a continuum and model it as a porous medium.4,5 The continuum model is an effective way to solve mathematical representations of an actual system with less computational time.

Most Computational Fluid Dynamics (CFD) solvers assume a thermal equilibrium between fluid and solid in the porous medium.6 Equality of solid and gas temperature is an acceptable assumption under steady-state, nonreacting conditions. However, to accurately predict the rise in converter temperature during transient and exothermic
reactions conditions, the solid and gas phase temperatures have to be solved separately. \(^7\sim 9\) Solving separate energy equations for gas and solids requires the correct specification of thermal conductivity and wall boundary conditions. Several formulations have been proposed in the past for calculating the effective thermal conductivity of monoliths. Liu\(^{10}\) and Zygourakis\(^{9}\) derived an effective conductivity based on the equivalent continuum approach, which is widely used by CFD models.\(^5\sim 8\)\(^,\)\(^11\) However, the equivalent continuum approach breaks down for the limiting case when the total solid fraction in the porous medium tends to zero or one. Alternative formulations based on a thermal resistance circuit have been proposed by Groppi and Tronconi,\(^{12}\) as well as by Hayes et al.\(^{13}\) Both of these treatments provide a single expression for the effective thermal conductivity of the porous medium representing the monolith, but they do not have separate expressions for the solid and fluid phases. Hayes et al.\(^{13}\) assumed that the effective gas phase conductivity would be zero and assigned the total effective conductivity to the solid. The effect of the solid network structure on the effective conductivity of the individual domain is not considered. On the other hand, Sahraoui and Kaviany,\(^{14}\) in their work on a distributed solids in a fluid medium formulated separate expressions for the effective conductivity of both solids and gas using an equivalent thermal circuit approach.

While solving separate energy equations for the distributed and continuous phases of a networked structure like a monolith, the total heat flux at the external boundary should be adequately proportioned between the two new boundaries for each of the phases in the continuum model. Initial multi-dimensional mathematical models applied the total heat flux boundary condition on the solid phase.\(^7\sim 9\)\(^,\)\(^15\) In these cases, the thermal conductivity of the gas medium was neglected, and effective radial conductivity was considered for the solid medium. A similar approach was followed by recent CFD models.\(^1\)\(^,\)\(^16\) In all of these cases, the solid phase, which has the higher thermal conductivity, was the continuous medium. Therefore, it makes sense to apply the heat flux boundary condition on the solid phase energy balance since the solid is in contact with the external boundary. However, it is not very clear if similar boundary condition specifications will be valid for instances when the thermal conductivity of the continuous medium is lower than that of the distributed medium. To our knowledge, no validated treatment for the heat flux condition at the external boundary of the distributed and continuous medium is available.

In this paper, we outline the development and validation of the 3D continuum model for heat transfer in a monolith with square channels. We have established guidelines for choosing physically consistent properties and boundary conditions when using a continuum model with two separate domains. The effective thermal conductivity of both the gas and solid phases is determined based on the thermal network. A self-consistent approach is developed to derive the appropriate heat flux boundary condition on the external surface of both the fluid and solid domains. This continuum approach is referred to as the “porous model” in the text. The porous model is validated by comparing it with the simulation results of a complete, 3D model of a monolith with 1024 square channels. The complete 3D model of these channels is referred to as the “channel model” in the text.

**Model development**

**Channel model**

A 75 mm long section of a monolith with 1024 square channels and a 0.14 mm thick wall is modeled in Star-CD, version 3.26 (Computational Dynamics Ltd, NY,USA).\(^6\) As shown in Figure 1, besides the inlet and outlet, the geometry is bounded by walls on two sides and assumes symmetry on the other two sides. The symmetry condition enables simulation of the 1024 channels using only 256 channels in the CFD model. The model geometry also includes 75 mm long, fluid only zones at the monolith inlet and outlet. This is used to model the flow of gas in and out of the monolith. Typically, the catalyst is coated on the walls of the catalytic monolith in a layer referred to as the washcoat. In this model, the washcoat and channel wall are combined and modeled as a single solid domain. Approximately 21% of the solid wall is assumed to be washcoat for the purpose of calculating the wall’s thermal properties. The momentum and energy equation for fluid are
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**Figure 1** Representation of the 1/4 geometry with 256 channels.

**Note:** The extended fluid domain for the inlet and outlet are not shown for clarity.
solved in the fluid region. The energy equation is solved in the solid domain with conjugate heat transfer between the solid and fluid domains.

**Porous model**

In the continuum approach, the monolith section corresponding to 1024 channels is modeled as porous medium in Star-CD, with the outer dimensions being similar to the channel model described in the channel model. Star-CD implementation assumes a thermal equilibrium between the gas and solid temperature in a porous medium; therefore, a separate, parallel, solid domain is considered to solve the solid temperature, as shown in Figure 2. The gas phase temperature and the pressure drop are solved in the porous medium. The solid domain size and grid is the same as the porous domain, with one-to-one correspondence between the grid cells. The heat transfer between fluid and solid regions is modeled by using explicitly coupled source terms in the energy equations of the two separate domains. The governing equations in the porous model are described below.

Star-CD solves the pressure drop in the porous domain as an additional source term in the momentum equation as follows,

\[ K_i v_i = \frac{\partial p}{\partial \xi_i} \]  

where \( \xi_i \) (1, 2, 3) represents the (mutually orthogonal) orthotropic directions, \( K_i \) is the porous resistance and \( v_i \) is the superficial velocity in direction \( \xi_i \). The resistance \( K_i \) is assumed to be a function of the superficial velocity magnitude \( |v| \) of the form

\[ K_i = \alpha_i |v| + \beta_i, \]  

where \( \alpha_i \) and \( \beta_i \) are resistance coefficients calculated from monolith characteristics following the pressure drop expression given by Kays and London,

\[ \alpha_i = \frac{\rho}{2Le^2} (K_e + K_s) \quad \beta_i = \frac{2f_{shape} \mu}{\epsilon D_e^2} \]  

where, \( \epsilon \) is porosity, \( \rho \) is fluid density, \( D_e \) is hydraulic diameter, \( L \) is the length, \( \mu \) is viscosity, \( f_{shape} \) is friction shape factor, \( K_e \) is the entrance pressure loss coefficient, and \( K_s \) is the exit pressure loss coefficient. The calculated \( \alpha_i \) and \( \beta_i \) are specified only in the axial direction because the flow in the monolith channels is unidirectional. The transverse coefficients are assigned large values (10^3) to suppress the flow in radial directions.\(^{18}\) Star-CD solves for a single temperature in the porous medium. This equation has been modified, as shown below, to represent the fluid phase energy balance in the channels. A source term is added to account for the heat transfer between the gas and solid walls in the converter.

\[ \rho g C_p \frac{\partial T_g}{\partial t} + w A C_p \frac{\partial T_g}{\partial x} + \frac{\partial T_g}{\partial y} + \frac{\partial T_g}{\partial z} = k_{eff} \left( \frac{\partial^2 T_g}{\partial x^2} + \frac{\partial^2 T_g}{\partial y^2} + \frac{\partial^2 T_g}{\partial z^2} \right) - hS(T_g - T_s) \]  

Here, \( T_s \) is the solid phase temperature and \( T_g \) is the fluid temperature. Gas density \( \rho_g \) is a function of temperature based on the ideal gas law. Moreover, \( \epsilon \) is porosity and \( k_{eff} \) is the effective gas phase conductivity. Current Star-CD implementation does not allow anisotropic conductivity specification for porous medium. Therefore, equal conductivities are assigned large values (10^3) to suppress the flow in radial directions.\(^{18}\) Star-CD solves for a single temperature in the porous medium. This equation has been modified, as shown below, to represent the fluid phase energy balance in the channels. A source term is added to account for the heat transfer between the gas and solid walls in the converter.

\[ (1 - \epsilon) \rho g C_p \frac{\partial T_s}{\partial t} = k_{rs,eff} \left( \frac{\partial^2 T_s}{\partial x^2} \right) + k_{rs,eff} \left( \frac{\partial^2 T_s}{\partial y^2} \right) + k_{rs,eff} \left( \frac{\partial^2 T_s}{\partial z^2} \right) + hS(T_g - T_s) \]  

Volume averaged properties (Equations 6 to 8) based on washcoat, \( f_{wc} \), and substrate, \( f_{sb} \) volume fractions are used for the solid domain\(^{19}\)
The axial conductivity, $k_{a,\text{eff}}$, in Equation 5 is given by $k_{a,\text{eff}} = (1 - \varepsilon)k_s$, and the effective radial conductivity, $k_{r,\text{eff}}$, is calculated based on the geometry as discussed in the following sections. The term, $hS(T_g - T_s)$, accounts for the heat transfer between fluid and solid. The heat transfer coefficient is determined by the following equation:

$$h = \frac{Nu}{D_h}k_g$$  \hspace{1cm} (9)

where $Nu$ is the Nusselt number, assumed to be 3 for fully developed flow, and $D_h$ is the hydraulic diameter of the channel. The thermal conductivity of the gas, $k_g$, is given by Equation 10:

$$k_g(T_g) = 2.66 \times 10^{-4}T_g^{0.805}.$$  \hspace{1cm} (10)

### Effective transverse thermal conductivity of square channels

Researchers using the continuum approach for modeling networked structures have used effective transverse thermal conductivity calculated based on the thermal resistance network.\cite{12,13} The thermal resistance circuit for a unit cell of a monolith consisting of square channels can be constructed in two methods. Hayes et al\cite{13} calculated the effective resistance considering that all forms of resistance are in parallel and compared it with the series and parallel resistances approach formulated by Groppi and Tronconi.\cite{12} Equation 11 shows the effective thermal conductivity derived using the Hayes et al;\cite{13} whereas equation 12 is the effective conductivity expression obtained using Groppi and Tronconi.\cite{12}

$$k_{r,\text{eff}} = \frac{1}{R_{eq}} = \frac{k_i}{k_{i} + \frac{1}{\sqrt{\varepsilon} + \frac{\sqrt{\varepsilon}}{1 - \sqrt{\varepsilon} + \left(\frac{k_f}{k_i}\right)\sqrt{\varepsilon}}}}; \hspace{1cm} (11)$$

A steady-state heat transfer problem in actual square channels is solved in Star-CD. The predicted temperature profile is used to estimate the effective thermal conductivity, which is compared with the theoretical predictions given by Equations 11 and 12. A small 5 mm section of the 256 square channel model (described earlier) was used for this simulation. Models with cell densities ranging from 300 to 800 cpsi and with a solid thermal conductivity of 0.1, 1, and 10 W/mK were simulated using the geometry shown in Figure 3.

A constant heat flux of 300 W/m$^2$ was applied on the top face, and the bottom face was maintained at a constant temperature of 450 K. All other faces were adiabatic. The model was simulated with different cell densities and solid thermal conductivities to obtain steady-state temperature profiles, as shown in Figure 4. The gradient in steady-state temperature and heat flux ($q$) at the top face was used to calculate the effective radial thermal conductivity using Equation 13:

$$q = k_{r,\text{eff}} \frac{\Delta T}{L},$$  \hspace{1cm} (13)

where $L$ is the length of the section. The effective conductivity calculated from numerical simulations is compared against the effective conductivity obtained from Equations 11 and
Figure 4 Steady-state temperature profiles.
Note: Across channels, solid conductivity of \(1 \text{ Wm}^{-1} \text{K}^{-1}\).

Figure 5 Effective thermal conductivity.
Note: For solid conductivity of \(0.1 \text{ Wm}^{-1} \text{K}^{-1}\).
Abbreviation: CFD, computational fluid dynamics.

Figure 6 Effective thermal conductivity.
Note: For solid conductivity of \(1 \text{ Wm}^{-1} \text{K}^{-1}\).
Abbreviation: CFD, computational fluid dynamics.

Figure 7 Effective thermal conductivity.
Note: For solid conductivity of \(10 \text{ Wm}^{-1} \text{K}^{-1}\).
Abbreviation: CFD, computational fluid dynamics.

12 in Figures 5 through 7. As reported by Hayes et al., our results also showed that the effective thermal conductivity calculated using the parallel approach is closer to the values estimated by simulation, except at low solid thermal conductivity. At low solid conductivity, the series parallel approach matches the data better; however, the parallel approach also predicts the thermal conductivity within 1.2%. Based on this analysis, the parallel resistance arrangement is chosen to be representative of the solid network in square channels and is used in our analysis to calculate the effective radial thermal conductivity.

Effective thermal conductivity of solid and fluid domain in a porous model

The effective radial thermal conductivity from the above analysis can be directly used in cases where the catalytic converter is modeled as a single porous domain; however, this is not possible when the solid and gas energy balance are solved separately. Previous studies have assumed that the radial thermal conductivity for solids is equal to the effective thermal conductivity in the radial direction, which has neglected the gas phase radial thermal conductivity.\(^{12,13}\) In contrast, Sahraoui and Kaviany\(^{14}\) proposed that when solving the solid and gas phase energy balance separately (using a continuum model approach), both phases should have effective radial thermal conductivity. The total effective thermal conductivity is the sum of the effective thermal conductivity of the individual phases as given below:

\[
k_{r, \text{eff}} = k_{s, \text{eff}} + k_{g, \text{eff}}.
\] \hspace{1cm} (14)
Figure 9 show the effective radial conductivity of the solid and gas domain calculated using Equations 16 and 17, respectively. These calculations use constant gas conductivity, $k_g$, of 0.039 W/mK. Neglecting the effective radial gas conductivity at high solid conductivity is an acceptable assumption because most of the heat will transfer through the solid domain due to higher thermal conductivity. However, at lower solid conductivity, the effective conductivities of the solid and gas domain are comparable and the assumption of neglecting gas phase radial conductivity should be verified.

Flux boundary condition of solid and fluid domains in the porous model

To establish the heat flux boundary condition specification at the external surface of the two separate domains in the porous model, the monolith section with 256 channels shown in Figure 3 is modeled using the continuum approach. The geometrical representation is shown in Figure 10. The steady-state heat transfer problem solved in the channel model in section 2.3 is implemented in the continuum model. The gas phase energy balance is solved in the porous domain using radial thermal conductivity obtained from Equation 17. The solid phase energy balance is solved in the coupled parallel solid domain using the radial conductivity obtained from Equation 16.

In the channel model, a constant heat flux (300 W/m²) is applied on the top face and a constant temperature of 450 K is applied on the bottom face. In the porous model, this heat flux has to be adequately distributed between the solid and porous domain boundaries because the energy balance is solved separately in the two domains. A methodology to split the heat flux boundary condition using the resistance analogy.

$$k_{s, eff} = k_s \left[ \frac{\sqrt{\epsilon}}{1 - \sqrt{\epsilon} + \left( \frac{k_g}{k_s} \right) \sqrt{\epsilon}} \right].$$  \hspace{1cm} (17)
is proposed. The equivalent resistance circuit for heat flow is represented as shown in Figure 11.

The resistance for heat flow in the gas and solid phases are given by:

\[ R = \frac{\Delta l}{k_{s,\text{eff}}} \quad R_g = \frac{\Delta l}{k_{g,\text{eff}}} \]  

(18)

where \( \Delta l \) is the length of the domain. The corresponding heat fluxes through each domain are given by:

\[ q_g = \frac{\Delta T}{R_g} \quad q_s = \frac{\Delta T}{R_s} \]  

(19)

Using Equations 14, 18, and 19, and knowing that \( q = q_s + q_g \), we can show that

\[ q_s = \frac{k_{s,\text{eff}}}{k_{g,\text{eff}}} q \]  

(20)

\[ q_g = q - q_s \]  

(21)

In the continuum model, the heat flux and heat transfer coefficients are divided between the two domains according to Equations 20 and 21, and the steady-state heat transfer is simulated. The temperature profile along the vertical edge of the solid domain is compared with the corresponding channel model profile for different cell densities and solid conductivities in Figures 12 to 14. The steady-state temperature profile of the porous model is within 0.5% of the one obtained from the channel model simulations.

Impact of the fluid–solid heat transfer coefficient

The effect of uncertainty in estimating the heat transfer coefficient used in energy Equations 4 and 5 is also investigated.
The simulation results shown in Figures 12 to 14 were repeated for the heat transfer coefficients ranging from 1 W/m² K (natural convection) to 50 W/m² K (forced convection). It was observed that when the boundary heat flux is split between the two energy equations based on Equations 20 and 21, the gas and solid temperature predictions were the same as those predicted by the channel model, irrespective of the heat transfer coefficient values. However, when the boundary heat flux was not proportioned properly between the two phases, the prediction accuracy depended on the heat transfer coefficient value. To illustrate this point, the porous model was simulated with modified conditions. In this simulation, the total heat flux at the boundary was only considered in the energy equation for the solid domain. The fluid phase energy equation was solved using adiabatic boundary condition. In addition, the thermal conductivity of the solid domain was considered to be equal to the effective thermal conductivity. A nominal gas thermal conductivity, $k_g = 0.039$ W/mK, was used. It was found that for heat transfer coefficients of 1 W/m² K, the steady-state gas and solid temperatures were not equal, as seen from Figures 15 and 16. The predicted steady-state gas and solid temperatures were equal only at higher heat transfer coefficient values (above $\sim$15 W/m² K). From channel model simulations, we have seen that at steady state, gas and solid temperatures are equal for the heat flux problem solved earlier. This dependence of the porous model results on heat transfer coefficients with arbitrary splitting of heat flux at boundaries is more pronounced at lower solid conductivity values. At higher solid conductivity (10 W/mK), applying all the heat flux to the solid domain does not alter the results since the amount of heat flux to be attributed to the fluid phase (based on Equation 21) is low (3% of total). A similar dependence on the heat transfer coefficient is observed when the heat flux is completely applied to the fluid boundary, with fluid temperatures going higher than the solid temperatures.

The transfer of heat between fluid and solid domains in the porous model can be viewed as an additional thermal conductance pathway connecting the two parallel resistances of the individual domains (thermal circuit in Figure 11). The resistance of the connection is proportional to the inverse of the heat transfer coefficient used in the porous model. At a higher heat transfer value (low resistance), it is not necessary to split the heat flux between the two domains because the heat will choose the path of least resistance. However, in the cases where interphase heat transfer is low, inaccurate results may be obtained if the heat flux at the boundary is not split as per the procedure mentioned in Equations 20 and 21.

**Impact of effective radial fluid conductivity in the porous model**

To verify the assumption of neglecting radial gas phase conductivity, the steady-state heat transfer in the porous model is also solved assuming that the radial conductivity in the gas domain is zero. From Equation 14, it is seen that for zero effective radial conductivity of the gas, $k_{r,eff}$, the effective solid conductivity, $k_{s,eff}$, is equal to the effective conductivity of the porous medium, $k_{s,eff}$. Equations 20 and 21 show that for this case, the total heat flux should be applied to the solid domain boundary. In order to test this assumption under extreme conditions, only two cases (600 cps and 300 cps) with solid thermal conductivity ($k_s = 0.1$ W/mK) are simulated. As seen in Figure 9, the radial gas conductivity is higher than the solid conductivity under these conditions. Surprisingly, the steady-state temperature profile for
this porous simulation is similar to the porous model profile obtained when the radial thermal conductivity of the gas is not zero. Based on this observation, it is proposed that for steady-state analysis, the solid and fluid domain thermal conductivity can be chosen arbitrarily as long as Equations 14, 20, and 21 are satisfied.

The above effect is also evident in some of the models published previously. Zygouakis9 and Baba et al.15 in their multidimensional models, considered an effective radial conductivity for solids and neglected the gas conductivity. They applied all boundary heat flux on the solid phase energy equation. This is consistent with the proposed Equations 14, 20, and 21. Conversely, in 3D CFD models,1,16 the external heat loss boundary condition is applied on mat, which is connected to the solid substrate with an effective radial conductivity. However, finite gas conductivity is also considered with the adiabatic gas phase boundary. This approach is valid as long as the gas conductivity is small compared to the effective conductivity, or if the heat transfer between the two phases is high.

**Model validation**

The effective conductivity and the boundary condition derived in the sections above are applied to the continuum representation of the converter model described by Equations 1 to 5. Both the porous and channel models described above are simulated using the boundary and inlet conditions given in Table 1. The transient response of the monolith to a step change in inlet temperature is obtained for both adiabatic and convective heat loss boundary conditions. Temperature profiles predicted from similar simulations using a one-dimensional (1D) monolith model are also included for comparison.21

**Results and discussion**

**Adiabatic boundary condition**

The transient profile of area averaged fluid and solid temperatures is compared at two cross-sectional locations for both the channel and porous models. Figure 17 shows the

<table>
<thead>
<tr>
<th>Table 1 Simulation condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flow rate</td>
</tr>
<tr>
<td>Inlet velocity</td>
</tr>
<tr>
<td>Inlet temperature</td>
</tr>
<tr>
<td>Outlet pressure</td>
</tr>
<tr>
<td>Heat transfer coefficient</td>
</tr>
<tr>
<td>Ambient temperature</td>
</tr>
<tr>
<td>Initial temperature</td>
</tr>
</tbody>
</table>

**Figure 17** Transient fluid temperature at outlet. Abbreviation: 1-D, one-dimensional.

**Figure 18** Transient solid temperature at outlet. Abbreviation: 1-D, one-dimensional.

**Figure 19** Transient fluid temperature profile. Note: At 5 mm from inlet and outlet for 36 and 1024 channels. Abbreviation: C, channel model.
fluid temperature profile at outlet. Figure 18 shows the transient solid temperatures at outlet. The porous model is a good approximation for the channel model. For the adiabatic case, no radial temperature variation is expected, and therefore the results are also in close agreement with those corresponding to the 1D model results. The transient temperature profiles in the channel model for 36 and 1024 channels are compared in Figures 19 and 20. A good match between the two cases indicates that for the adiabatic boundary condition, 36 channels adequately represent the thermal behavior of full converter.

Heat loss boundary condition
Transient fluid temperatures for the channel, porous, and 1D models are compared in Figure 21. The solid temperatures are compared in Figures 22 and 23. The 1D model results are obtained by simulating a domain size equivalent to 36 channels. The porous and channel model predictions are close, but the steady-state 1D temperatures are much lower indicating that the 1D model has a higher effective heat loss. In the absence of radial temperature variation, the net heat loss is calculated at an average converter temperature, which will be higher than the converter temperature at the boundary. Figures 24 through 26 show the transient temperature profiles of the fluid and solid regions from the model for 1024 channels. In these graphs, the 1D model results are obtained using a domain size representing 1024 channels. The porous model results are comparable to the channel model, but the 1D model predicts a lower steady-state temperature.
Figure 24 Transient fluid temperature profile at outlet for 1024 channels. Abbreviation: 1-D, one-dimensional.

Figure 25 Transient solid temperature profile at a section 5 mm from inlet for 1024 channels. Abbreviation: 1-D, one-dimensional.

Figure 26 Transient solid temperature profile at outlet for 1024 channels. Abbreviation: 1-D, one-dimensional.

Figure 27 Fluid temperature (K) at 6 seconds. Note: Contour at a 5 mm section in the channel model (left) and in the porous model (right).

Figure 28 Solid temperature (K) at 6 seconds. Note: Contour at a 5 mm section in the channel model (left) and in the porous model (right).

Figure 29 Fluid temperature (K) at 20 seconds. Note: Contour at outlet in the channel model (left) and in the porous model (right).

Figure 30 Solid temperature (K) at 20 seconds. Note: Contour at outlet in the channel model (left) and the porous model (right).

Figure 31 Fluid temperature profile in a channel near the wall boundary.
The steady-state temperature (at 20 seconds) predicted by models with 1024 channels is higher than that predicted by the models with 36 channels. A higher external surface-to-volume ratio with 36 channels amplifies the effect of heat loss leading to lower temperature predictions. Kumar and Mazumdar\(^1\) arrived at similar conclusions while modeling methane combustion over converters with 57 and 293 channels. In addition, the 1D prediction is closer to the CFD prediction when 1024 channels are simulated. Cross-sectional temperature contours in the channel and porous models (Figures 27 to 30) show that the effect of heat loss is limited to 2–3 channels near the heat loss boundary. In a smaller model with 36 channels, this has a larger impact on average temperatures, and the radial averaging of heat loss in the 1D model is unable to capture this effect. It is expected that for a typical converter, which will have more than 10000 channels, 1D prediction will be closer to the CFD prediction.

The cross-sectional temperature contours also show that the radial temperature variation in the porous model representation is similar to that observed in the channel model at 6 seconds and 20 seconds after the step change in the inlet temperature. This similarity between the porous and channel models is also highlighted in the transient temperature profile in the channels near the wall and symmetry boundary. The temperature profiles at these two locations in both the channel and porous models are compared in Figures 31 to 34. The transient temperature response predicted by the porous model near the wall and symmetry plane is within 6°C of that observed in the channel model. Given these approximations, this is a reasonable validation of the proposed porous model representation.

### Conclusions

The Star-CD porous model is modified to develop a continuum model of the monolith with square channels. The heat transfer in channels is modeled by solving separate energy balance in the porous and solid domain linked through a heat transfer source term. To estimate the effective radial thermal conductivity of each domain, the heat transfer in 1024 square channels is analyzed by direct simulation in Star-CD. The steady-state temperature profile across the 1024 channels shows that effective radial thermal conductivity can be estimated using a thermal resistance network. The resistance network reveals that the solid and fluid regions provide parallel pathways for heat conduction. Further, a methodology is also developed to estimate the effective thermal conductivity of each domain based on the total effective conductivity of the channels.
It is also shown that an accurate porous model representation of the channels requires the heat flux boundary condition to be split between the fluid and solid domains because the energy balance is solved separately. The split is based on the resistance each domain provides for transverse heat transfer. The consistent treatment of boundary heat flux is important in cases where the interphase heat transfer is low. For cases with a high heat transfer coefficient, the heat flux can be applied in any domain.

For validation, a continuum model of a 1024-channel converter is developed. It is shown that this model can predict the radial variation in temperature to within 6°C of that obtained by directly simulating the actual channels. Comparison of results from the 36-channel and 1D models shows that the heat transfer problem does not scale with size, and that the full monolith domain should be considered for accurate temperature predictions. The direct simulation of 1024 square channels also shows that the effect of heat loss at the wall is limited to 2–3 channels near the wall.
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