Ab initio calculation of ionization potential and electron affinity of six common explosive compounds
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Abstract: The vertical and adiabatic ionization potential (IP_v and IP_a) and vertical electron affinity (EA_v) for six explosives, hexogen (RDX), octogen (HMX), triacetone triperoxide (TATP), hexamethylene triperoxide diamine (HMTD), 2,4,6-trinitrotoluene (TNT), and pentaerythritol tetranitrate (PETN), have been studied using ab initio computational methods. The IP_v was calculated using MP2, CBS-QB3, and Koopmans’ theory, while the IP_a was calculated with B3LYP, CAM-B3LYP, ωB97XD, B2PLYP, and MP2 using the ∆E method for the ground state B3LYP optimized geometries. IP_a's of RDX and TNT were also calculated using CBS-QB3 with relaxed geometries of the ions. Of the methods tested, B3LYP and B2PLYP provided superior and more consistent results for calculating the IP compared to CBS-QB3 level IP_a calculations and experimental data (where available). CBS-QB3 was used as a benchmark for calculating the EA_v as experimental data has not been reported. For calculations of the EA_v, B3LYP performed the worst while MP2 and B2PLYP predicted values closest to those made by CBS-QB3. Basis set effects were evaluated using 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p) for both IP and EA. 6-311+G(d,p) gave satisfactory results for calculating IP while 6-311+G(3df,2p) had improved results for calculating the EA. The four nitro-containing compounds have exothermic reduction potentials while the peroxides are endothermic. In addition, it was determined that RDX, HMX, TATP, and HMTD had unstable geometries in their reduced forms. The results should be useful in developing detection and screening methods including ionization methods for mass spectroscopy and fluorescence quenching methods of detection.
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Introduction

Chemical screening and detection of common explosives in environments such as automobiles, airports, and mail have become the focus of intense research after events such as the 2001 attempt to destroy American Airlines Flight 63 from Paris in mid-flight using explosives hidden in a shoe. There have been many successful methods for explosives detection,¹² which include pulse laser ionization time of flight,³⁴ laser induced photofragmentation,⁷ ion mobility spectrometry,⁶⁷ HPLC-diode array detection,⁸⁹ electrochemical microfluidic device,¹⁰ LC/MS-atmospheric pressure chemical ionization,¹¹ and Raman.¹² Other methods utilizing colorimetric¹³,¹⁴ detection (exposing a reagent to an explosive produces a color change) or fluorescence detection have been developed. Fluorescence techniques typically offer improved sensitivity. Fluorescence methods utilize a probe whose emission is quenched by the analyte. While these methods are not as selective as mass spectroscopy (MS) techniques, they offer rapid screening for use in the field.¹⁵,¹⁶ Several approaches for choosing the
fluorescent polymers have been applied to the detection of gas phase 2,4,6-trinitrotoluene (TNT) and to a wide range of explosives in solution. Coupling of the fluorescent polymer to an orthogonal technique such as thin layer chromatography has proven effective in improving selectivity while maintaining low detection limits. Quantum dot (QD) fluorescent probes have successfully been applied to detecting TNT through use of amine capped ZnS:Mn2+, L-cysteine capped CdTe, and CdTe/CdS core/shell hybrid Au-nanorod assemblies. Detection limits as low as 5 ng mm−2 have been achieved on manila envelopes. However, the application of QD based techniques to a variety of explosives is limited.

Several studies suggest fluorescence quenching by a charge transfer mechanism where an excited electron in the conduction band (CB) of the probe (for example a conjugated polymer or quantum dot) is transferred to a lower lying acceptor state (likely the lowest unoccupied molecular orbital (LUMO) level) in the explosive where it can thereafter transfer back to the valence band (VB) of the probe. To help validate this model, an estimate of the vertical ionization potential (IPv) will help place the highest occupied molecular orbital (HOMO) level of the explosive with respect to the CB and VB energies. In addition, the electron affinity (EA) for the explosive analytes is needed to place the LUMO level with respect to the VB to determine if the reduction reaction is favorable. Sanchez et al calculated B3LYP/6-31G* level Kohn Sham HOMO and LUMO orbital eigenvalues for a number of explosives to explain quenching trends observed in conjugated fluorescent polymers. This knowledge may in turn aid in a better understanding of the fluorescence quenching mechanism and help expand methods to include a broader range of common and home-made explosives.

The calculated adiabatic ionization potential (IPa) can aid in optimization of ionization methods and techniques for MS detection and quantification. Some groups have focused on utilization of laser ionization rather than chemical or electron impact to generate analyte ions prior to MS analysis. The high energy needed to ionize these molecules using single photon absorption would necessitate the use of 100–150 nm laser light. In order to avoid the complications inherent in working in the deep UV, laser ionization is accomplished via non-linear absorption (for example two or three photon absorption) of a pulsed excitation laser. Optical paramagnetic amplifiers have provided tunable excitation lasers between 230 nm and 22 µm in some cases, allowing for tunable excitation using a wavelength multiple of the ionization energy of the target analyte. As non-linear absorption is sensitive to input power density and is typically very inefficient for organic molecules, knowledge of the target ionization potential (IP) can allow for careful tuning of the excitation so as to optimize analyte ionization while minimizing background.

Six explosive compounds were studied in this report, including two nitroamines: hexogen (RDX) and octogen (HMX); two peroxide explosives: triacetone triperoxide (TATP) and hexamethylene triperoxide diamine (HMTD); as well as TNT and pentaerythritol tetranitrate (PETN). The molecular structures are provided in Figure 1. These classes of compounds offer an additional interesting test of current density functional theory (DFT) methods as the systems are highly correlated.

The accuracy of the calculated IP and EA is expected to vary depending both on the level of theory and basis set. These values were compared between several DFT methods including: B3LYP, CAM-B3LYP, and oB97XD, the double hybrid method B2PLYPD, and the MP2 method. While B3LYP has been successfully applied in a wide range of applications including the prediction of heats of formation for a number of explosives and the decomposition reaction pathway of RDX and HMX as well as TATP, we wanted to test the success of two long-range corrected functionals in predicting IP and EA as well. CAM-B3LYP is the long range corrected version of B3LYP which uses 0.19 Hartree Fock (HF) and 0.81 B88 exchange for short range interactions and 0.65 HF and 0.35 B88 at long range. oB97XD is a long range corrected function which uses 100% HF exchange for long-range interactions whose cutoff is controlled by the value o which was optimized by Chai et al. This functional...
has an adjustable parameter \((X)\) to include short-range exact exchange while adding empirical dispersion correction \((D)\).\(^{32}\) B2PLYPD is a double hybrid semi-empirical method that uses an optimized 0.53 mixing between HF and Becke \((B)\) exchange while attempting to improve the correlation energy as obtained by \((LYP)\) by applying a second-order correlation to the Kohn-Sham orbitals, like MP2, the contribution of which was optimized to 0.27. This functional was also used with added empirical dispersion correction \((D)\).\(^{33,38}\) Other mixed wave function and DFT double hybrid methods have proven successful in predicting IP and EA as compared to CBS-Q.\(^{39,40}\) Finally, these results were compared to the MP2 values. The methods were tested with three basis sets including 6-31G\((d,p)\), 6-311+G\((d,p)\), and 6-311+G\((3df,2p)\).

To provide a comparison for the above results, complete basis set method CBS-QB3\(^{41}\) calculations were performed on each of the six compounds, as experimental data are unavailable in most cases. The CBS-QB3 method performs five successive calculations starting with geometry optimization and frequency calculation using B3LYP followed by three single point calculations using CCSD(T), MP4SDQ, and MP2 methods. The result can produce bond energies to within 1 kcal/mol \((0.043 \text{ eV})\) accuracy.\(^{41}\) These calculations are excessively costly for these large systems; however, they provide a critical comparison method for the above described DFT and MP2 calculations. Discussion of the HOMO and LUMO molecular orbitals has not been addressed as it was not the direct focus of this work; however, detailed analysis of these and other orbitals of interest have been conducted and will be reported in detail in a separate study. The combination of DFT and wave function methods included in this study should provide a guide to future analytical efforts: it has been reported that DFT tends to overestimate the EA while HF methods underestimate it.\(^{42}\)

**Computational methods**

All calculations were performed using the Gaussian 09\(^{43}\) program on a Sunfire X2200 M2 x64 server (2x Opteron quad core). Calculations were performed on geometry optimized structures in the gas phase. The geometries of the six common organic explosive molecules: RDX, \(\beta\)-HMX, TATP, TNT, PETN, and HMTD were minimized using B3LYP/6-31+G\((d,p)\) which has been reported to produce accurate ground state geometries.\(^{44}\) The minimized geometries were verified by calculating the vibrational energies to confirm there were no imaginary frequencies.

Single point energies were calculated on the geometry optimized structures for the neutral, cationic, and anionic form of each compound. The IP and EA were calculated from the single point energies using several methods including: B3LYP, CAM-B3LYP, \(\omega\)B97XD, MP2, and B2PLYPD. Three basis sets were used for each method which included 6-31+G\((d,p)\), 6-311+G\((d,p)\), and 6-311+G\((3df,2p)\).

\[
-\text{IP} = E(M^+) - E(M) \quad (1)
\]

\[
-\text{EA} = E(M^-) - E(M) \quad (2)
\]

Finally, these calculated bond energies were compared to the IP and EA values. The methods were tested with three basis sets including 6-31G\((d,p)\), 6-311+G\((d,p)\), and 6-311+G\((3df,2p)\). These values are taken to be close to what would be measured experimentally for the EA and used as the reference comparisons and for calculating mean absolute deviation.

**Results and discussion**

**Total energy**

The minimized total energy \((E_b)\) for the six explosives (RDX, HMX, PETN, HMTD, TATP, and TNT) in the three charge states (neutral, cationic, and anionic) as calculated by the six methods tested (B3LYP, CAM-B3LYP, \(\omega\)B97XD, B2PLYPD, MP2, and CBS-QB3) using the 6-311+G\((3df,2p)\) basis set is reported in Table 1. With the exception of the peroxides (TATP and HMTD), the remaining four explosives consistently had exothermic reduction potentials. As expected from the hybrid DFT methods (B3LYP, CAM-B3LYP, \(\omega\)B97XD, B2PLYPD), the minimized energy was well below the CBS-QB3 energy for each of the explosive molecules. This result is consistent with previous works that have concluded that methods like B3LYP are not variational.\(^{46}\) The double hybrid method, B2PLYPD, also reported a lower total energy than CBS-QB3; however, the magnitude of this result was less than in the single hybrid methods.

This effect is further emphasized in Figure 2 which shows the total energy \((E_b)\) for RDX(0), RDX(+), and RDX(−) for all six methods and three basis sets tested. The trend reported in Figure 2 was the same for all the molecules studied. It is clear from this plot that B3LYP has the largest deviation from the CBS-QB3 energy while B2PLYPD has the least with CAM-B3LYP and \(\omega\)B97XD being essentially identical and between
the B3LYP and B2PLYPD energies. Also as expected, the MP2 energy was higher than the CBS-QB3 energy.

Ionization potential

For wave function based methods, the orbital eigenvalues correspond to measurable quantities where the HOMO and LUMO energies are the vertical IP (IP\textsubscript{v}) and EA (EA\textsubscript{v}), respectively, according to Koopmans’ theory. This is not necessarily the case for DFT methods, as the Kohn-Sham HOMO orbitals are well known to not accurately reproduce IPs without corrections.\textsuperscript{45,47,48} However, comparisons of the IP\textsubscript{v} and EA\textsubscript{v} to the IP and EA as calculated by taking the difference between the cation and neutral molecule or anion and neutral molecule absolute energies, respectively, also known

### Table 1 Total energy (Hartree) of the six explosives studied by DFT methods, (B3LYP, CAM-B3LYP, and ωB97XD) the double hybrid method (B2PLYPD), the wave function method (MP2), and the complete basis set method (CBS-QB3) for three charge states (neutral (0), cationic (1), and anionic (−1)) using the 6-311+G(d,p) basis set

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Charge</th>
<th>B3LYP</th>
<th>CAM-B3LYP</th>
<th>ωB97XD</th>
<th>B2PLYPD</th>
<th>MP2</th>
<th>CBS-QB3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDX</td>
<td>0</td>
<td>-897.7363731</td>
<td>-897.4104675</td>
<td>-897.4492990</td>
<td>-897.149359</td>
<td>-895.9971866</td>
<td>-895.311576</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-897.3440172</td>
<td>-896.9918423</td>
<td>-896.0345343</td>
<td>-895.7508594</td>
<td>-895.6083585</td>
<td>-895.944449</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-897.7801896</td>
<td>-897.4402900</td>
<td>-897.4707777</td>
<td>-897.1651901</td>
<td>-896.0219732</td>
<td>-896.3303463</td>
</tr>
<tr>
<td>HMX</td>
<td>0</td>
<td>-1196.988577</td>
<td>-1196.5543026</td>
<td>-1196.6114594</td>
<td>-1196.2160503</td>
<td>-1195.6819049</td>
<td>-1195.0257560</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-1196.608436</td>
<td>-1196.1547082</td>
<td>-1196.2160503</td>
<td>-1195.8376596</td>
<td>-1194.3084239</td>
<td>-1194.6413374</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-1197.0373084</td>
<td>-1196.5921483</td>
<td>-1196.6120559</td>
<td>-1195.2506587</td>
<td>-1194.7087593</td>
<td>-1194.0234017</td>
</tr>
<tr>
<td>PETN</td>
<td>0</td>
<td>-1316.9695950</td>
<td>-1316.5055682</td>
<td>-1316.5437941</td>
<td>-1316.1306462</td>
<td>-1314.4790096</td>
<td>-1314.511793</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-1316.5641405</td>
<td>-1316.0678833</td>
<td>-1316.1037910</td>
<td>-1315.7099971</td>
<td>-1314.0641528</td>
<td>-1314.4947194</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-1317.0236425</td>
<td>-1316.5351929</td>
<td>-1316.5625838</td>
<td>-1316.1643149</td>
<td>-1314.4947194</td>
<td>-1314.4947194</td>
</tr>
<tr>
<td>HMTD</td>
<td>0</td>
<td>-796.6869007</td>
<td>-796.3779696</td>
<td>-796.4325716</td>
<td>-796.1280074</td>
<td>-795.0421864</td>
<td>-795.2729270</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-796.3753051</td>
<td>-796.0497395</td>
<td>-796.1090113</td>
<td>-795.8130225</td>
<td>-794.7156923</td>
<td>-794.7156923</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-796.6576387</td>
<td>-796.3374652</td>
<td>-796.3810768</td>
<td>-796.092273</td>
<td>-794.9970718</td>
<td>-794.9970718</td>
</tr>
<tr>
<td>TATP</td>
<td>0</td>
<td>-808.1801970</td>
<td>-804.8350192</td>
<td>-804.9224283</td>
<td>-804.5796483</td>
<td>-803.4364440</td>
<td>-803.6523030</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-808.8644437</td>
<td>-804.5007266</td>
<td>-804.5934464</td>
<td>-804.2653381</td>
<td>-803.1299843</td>
<td>-803.1299843</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-807.138201</td>
<td>-804.7890122</td>
<td>-804.8615303</td>
<td>-804.5366606</td>
<td>-803.3868315</td>
<td>-803.3868315</td>
</tr>
<tr>
<td>TNT</td>
<td>0</td>
<td>-884.1885079</td>
<td>-885.0871265</td>
<td>-885.1360175</td>
<td>-884.8048746</td>
<td>-883.6108086</td>
<td>-883.6108086</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-884.485079</td>
<td>-885.0871265</td>
<td>-885.1360175</td>
<td>-884.8048746</td>
<td>-883.6108086</td>
<td>-883.6108086</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>-884.985079</td>
<td>-885.0871265</td>
<td>-885.1360175</td>
<td>-884.8048746</td>
<td>-883.6108086</td>
<td>-883.6108086</td>
</tr>
</tbody>
</table>

Abbreviations: DFT, density functional theory; RDX, hexogen; HMX, octogen; PETN, pentaerythritol tetranitrate; HMTD, hexamethylene triperoxide diamine; TATP, triacetone triperoxide; TNT, 2,4,6-trinitrotoluene.
as the $\Delta E$ method, often results in large differences$^{35}$ with experimental data matching more closely the $\Delta E$ method.$^{34}$ Therefore, single point energies of the neutral, cation, and anion explosives were calculated for each of the explosives. An additional step may be taken to match experimental data more accurately in which a geometry optimization of the cation and anion is performed to calculate the adiabatic IP ($IP_A$) and EA ($EA_A$). This method was also applied to the compound set studied for the IP.

The IP as calculated by the $\Delta E$ method (Equation 1) using B2PLYPD with three basis sets [6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p)] was compared to the Koopmans’ theory method of calculating the IP by taking the HOMO orbital eigenvalue ($\epsilon$) as calculated by MP2 and CBS-QB3 (Figure 3). The $\Delta E$ method more closely represents the $IP_A$ while the Koopmans’ theory method is equivalent to the $IP_V$. There was a clear difference in the IP values calculated by Koopmans’ theory and those calculated by the $\Delta E$ method: the IPs were higher (between 0.77 and 3.04 eV) using Koopmans’ theory. The MP2 6-311+G(3df,2p) level eigenvalues were very similar to those calculated by CBS-QB3 making MP2 a much more cost effective approach. As has been previously mentioned, the $\Delta E$ method generates IPs that more accurately represent experimentally determined values, which are typically equal to the $IP_A$ rather than the $IP_V$. The $IP_V$ represents a Franck Condon transition from the vibrational ground state to ionization while not changing the nuclear coordinates while the $IP_A$ represents the energy difference between the vibrational ground states of the ion and neutral molecule. If the geometry of the ion does not change much from the neutral molecule, the IP and EA as calculated by the $\Delta E$ method without optimization of the ion geometry can be quite close to the $IP_A$ after accounting for relaxation of the ion geometry.$^{39}$ A major focus of this work is in predicting experimental IP; therefore, we concentrated on the $\Delta E$ approach. However the IP$_A$ is expected to be an important factor in fluorescence quenching experiments when determining band alignment between QD or fluorescent polymers and acceptor levels in the explosives.

The IP for the six explosives was calculated using Equation 1 for the hybrid DFT methods as well as the MP2 method without geometry optimization of the ionized form. The $IP_A$ was calculated for two explosives (RDX and TNT) by CBS-QB3, however, the application of this method was strictly limited due to the tremendous cost of the calculations. The results are presented in Figure 4 for the six methods and three basis sets. The CBS-QB3 IPs are expected to be the experimental IPs that are applicable in electrochemistry studies as well as optimizing ionization methods for mass spectroscopy.

In general, CAM-B3LYP and oB97XD both predicted IPs higher than that predicted by B3LYP and B2PLYPD. It is interesting to note that the IPs had little basis set dependence compared to the deviation between methods. The average standard deviation of the IPs within a DFT method between basis sets was 0.037 eV. The average standard deviation between methods for the same basis set was 1.25, 1.23, and 1.22 eV for 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p), respectively. Therefore, the choice of method is more important than that of the basis set. The smallest basis set used was adequate over the more computationally costly ones.

With the exception of TNT, comparisons of the results to experimental data were not possible as experimental IPs for the explosives are not available, to the best of our knowledge. GC-MS techniques have been applied to approximate the IP for TNT by other groups. Langford et al reported the expected IP of TNT to be between 10.4 eV and 13.4 eV.$^{50}$ Mullen et al reported a value below 10.49 eV$^{4}$ while Potapov et al reported the IP as 10.59 eV.$^{51}$ For this reason, we calculated the IP$_A$ for TNT by CBS-QB3 which was found to be 10.685 eV. In this context, B3LYP (10.54 eV) and B2PLYPD (10.80 eV) outperformed CAM-B3LYP (10.99 eV) and oB97XD (10.91 eV). B2PLYPD is, however, much more costly than B3LYP. MP2 failed as the IP was calculated to be 11.57 eV using the $\Delta E$ method.

![Figure 3: Ionization potential of the six explosives: RDX (red), HMX (green), TNT (cyan), PETN (gold), TATP (blue), and HMTD (black) as calculated by B2PLYPD using the $\Delta E$ method (Equation 1), and the MP2 and CBS-QB3 orbital eigenvalues (iv) using Koopmans’ theory. Abbreviations: RDX, hexogen; HMX, octogen; TNT, 2,4,6-trinitrotoluene; PETN, pentaerythritol tetranitrate; TATP, triacetone triperoxide; HMTD, hexamethylene triperoxide diamine; IP, ionization potential.](image-url)
Interestingly, B2PLYPD reproduced the adiabatic IP calculated using CBS-QB3 accurately.

The IP was calculated as well by performing a geometry optimization on the cation with B3LYP and the 6-31+G(d,p) basis set followed by a single point energy calculation using B2PLYPD with the 6-31+G(d,p) basis set. The resulting IP for all the explosives was on average 0.25 ± 0.03 eV less (with the exception of RDX that was 0.50 eV less) than the calculated IP without including the geometry optimization. If we take into account the stabilization energy from optimizing the cation geometry of TNT, the B2PLYPD predicted IP was found to be 10.56 eV. This result makes B2PLYPD level calculations at least consistent with CBS-QB3 at a fraction of the cost.

TATP was reported by Mullen et al to have an expected IP between 9.4 and 9.7 eV using pulsed laser ionization mass spectroscopy. These values were obtained by the assertions that the 9.4 eV IP energy was the six photon energy of their laser (795 nm) which they used to cause ionization of TATP and the 9.7 eV IP is that of acetone which the researchers used to bracket the expected IP. B3LYP and B2PLYPD calculations determined the IP to be 8.59 eV and 8.55 eV, respectively, which is considerably lower than the expected result. However, it is not clear if this is due to inaccuracy of our calculations or if a 575 nm laser would also produce ionization through a four photon reaction. Further experimental evidence is required to validate our results.

The experimental IP for RDX could not be found in the literature. Our results from CBS-QB3 calculations found the IP to be 9.99 eV. B3LYP and B2PLYPD calculated the IP to be 10.68 and 10.65 eV, respectively. If the geometry optimized cation was used, IP calculated using B2PLYPD is 10.15 eV, which again is consistent with CBS-QB3. These results are consistent with the remaining explosives studied herein.

### Electron affinity

It was the case for RDX, HMX, HMTD, and TATP that their molecular geometries were unstable when a geometry optimization was performed on the anionic form. For instance, HMTD in the reduced form was seen to break one of the oxygen to oxygen bonds. As a result, we have focused on the EA from the perspective of an equilibrium ground state geometry rather than attempting to make the same adiabatic correction which was made to the IP calculations. The EA for the six compounds, as calculated by Equation 2, was reported in Figure 5 for the hybrid DFT, double hybrid, and MP2 methods. The MP2 level calculation yielded orbital eigenvalues for the LUMO level which were inconsistent in magnitude and sign with those calculated using the other methods tested herein; however, the ΔE method produced consistent and improved results for calculating the EA. The EA was calculated using CBS-QB3 and was taken to be the negative of orbital eigenvalues of the LUMO state.
using Koopmans’ theory. These values were taken to be the expected experimental results and have henceforth been used to compare the accuracy of the other methods tested. A positive value of the EA indicates that the reduction reaction is exothermic. RDX, HMX, TNT, and PETN had positive reduction potentials as expected while the peroxides had negative values. The values ranged between 2.5 and 0.4 eV for the former and –0.6 and –2.0 eV for the latter compounds. The EAs were very dependent on the computational method and to a lesser extent on the basis set.

Using CBS-QB3, the EAs for RDX, HMX, PETN, and TNT were found to be 0.61, 0.70, 0.40, and 0.11 eV, respectively, while the EAs for TATP and HMTD were both found to be –1.12 eV. There are no experimentally determined EAs of these compounds, with the exception of TNT which has been determined to be between 0.6–0.7 eV.

The difference between the experimental EA for TNT and the one calculated herein could be a combination of experimental error (minimum of 0.2 eV) as well as an expected difference between the EA\textsubscript{V} and EA\textsubscript{A}. The EA\textsubscript{A} for TNT was approximated by a B3LYP geometry optimization and B2PLYPD 6-311+G(d,p) single point calculation of the anionic TNT which resulted in a correction of 0.16 eV making the EA\textsubscript{A} for TNT approximately 0.27 eV.

It is clear from Figure 5 that the single and double hybrid DFT methods did not perform well on TNT. The error in the TNT EA was essentially consistent between the methods; however, it is not clear as to the source of such a deviation.

These methods did perform relatively well for the remaining unconjugated systems. ωB97XD had a larger deviation from the benchmark CBS-QB3 value for TATP and HMTD than the other methods tested though.

The mean average deviation was calculated with respect to the CBS-QB3 value and has been reported in Figure 6. It is clear that while B3LYP performed well for predicting the IP, it performed the worst for EAs. CAM-B3LYP and ωB97XD were comparable but marked a large improvement over B3LYP while B2PLYPD outperformed the three. The EA as calculated by MP2 matched most closely with the
EA predicted by CBS-QB3 even though the former was calculated using the $\Delta E$ method and the latter was from Koopmans’ theory. As B2PLYPD is similar in cost to MP2, the next most cost effective method tested, by comparison, was $\omega$B97XD/6-311+G(3df,2p).

Conclusions

Three hybrid DFT methods (B3LYP, CAM-B3LYP, and $\omega$B97XD), the double hybrid method B2PLYPD, and the wave function method MP2 were tested with three basis sets (6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3d,p)) along with a complete basis set method, CBS-QB3, in their application to predicting the IPs and EAs for six common explosive molecules. Calculations were performed on minimized neutral ground state geometries optimized by B3LYP as well as the geometry optimized ionized forms. The IP was found using both Koopmans’ theory and the $\Delta E$ method with the latter being representative of experimental evidence reported in previous works which were also consistent with the IP calculated by CBS-QB3 for two test molecules. The predictive quality of the various methods depended on the property of interest (IP or EA), with B3LYP and B2PLYPD performing well for IP while MP2 and B2PLYPD performed the best for EAs. B2PLYPD consistently outperformed the other DFT methods; however, it is substantially more costly. The long-range correlated DFT functionals performed well for EAs but poorly for predicting IPs. The results should be useful in guiding further research in the field of explosives detection via fluorescence quenching and mass spectroscopy.
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