Using biomedical networks to prioritize gene–disease associations
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Abstract: Understanding the genetic foundations of genetic diseases, such as cancer, Alzheimer disease, or Huntington's disease, is critical to the development of new diagnostics and treatments. Several computational methods have been used to speed up the discovery process, eg, by selecting the molecular targets for a given disease. However, despite the achievements obtained over recent years, better solutions are still required. This paper presents an innovative computational method that addresses the problem of using disperse biomedical knowledge to select the best candidate genes associated with a disease. The method uses a network representation of current biomedical knowledge that includes biomolecular concepts such as genes, diseases, pathways, and biological process. It also applies information extraction techniques to enrich the network with more dynamic and updated data. A biologically inspired algorithm is applied to this network in order to identify association levels between genes and diseases. The solution proposed here surpasses many limitations of previous methods such as the need for training data. The validation applied demonstrates that the proposed method has best overall results compared with state-of-the-art methods as it also performs especially well for the critical top-rank positions.

We believe this method represents a major advance over previous work and that it will be a key tool for future gene–disease association studies.
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Introduction

The identification of the genes involved in human diseases is a first step to understand the molecular basis of a disease, its underlying mechanisms, diagnosis, and therapies. The current main issue is that the existing biomolecular methods, such as positional cloning or microarrays, lack precision as they return tens to hundreds of candidate genes involved in a particular disease. This problem has been tackled with the development of computational methods that help to identify the most relevant genes with the condition under study.1,2 Benefiting from the enormous quantity of biomedical data available in public databases, these methods have been used to shorten the path from molecular evidence to therapy development.3,4 The computational methods available are based on the biological principle that functionally related genes originate similar phenotypes. For instance, in the study of type 2 diabetes, the gene KCNJ5 appears to be a good candidate because of its involvement in “potassium inwardly-rectifying channel”, an important signaling pathway in diabetes, and because of its known interaction with the gene ADRB2, whose association with diabetes has already been documented.1

Several authors have already explored different approaches to this problem. The most common consist of using biomedical literature as the main source of information.
In this case the association of genes is obtained by using gene-related concepts to construct the question over biomedical literature databases. This strategy was explored by Hristovski et al who have used concepts from MeSH (Medical Subject Headings), by Yetisgen-Yildiz and Pratt through the UMLS (Unified Medical Language System), by Perez-Iratxeta et al combining data from Gene Ontology and MESH, and more recently by Frijters et al enabling the discovery of hidden relationships between genes, diseases, and cellular processes.

As an alternative to the biomedical literature, several strategies use data from several biomedical sources. The most common are protein interaction, functional annotation of signaling pathways, expression data, sequence homologies, regulatory data, and disease. Examples include the strategies implemented by Adie et al and by Masotti et al which combine functional annotation data with expression patterns. Radivojac et al combine data from functional annotation with genomic sequences and diseases. George et al use data from signaling pathways, genomic sequences and protein interactions.

Despite the helpful results obtained with these methods, they present major limitations as they require training data (except for Tremblay et al and Adie et al), have constraints through using a high number of data sources, and restrictions in representing the inherent complexity of biomedical terms. The use of network-based methods consists of an interesting alternative to address the issue of studying gene–disease associations. Representing biomolecular concepts as nodes, such as genes or pathways, and their associations or interactions as edges, such as gene–disease or protein–protein interactions, is a simple yet powerful abstraction. One major advantage of using networks is the possibility to use the methods and tools available for graph or network theory. The typical procedure for using networks to establish gene–disease predictions is presented in Figure 1. First, a list of candidate genes is obtained. Second, those genes are mapped onto the previously obtained network that represents all biomedical knowledge. Depending on the method, additional information can be included. Finally, one of many methods can be applied to obtain the score of each gene–disease relationship. This last stage, scoring, is where most research work is currently focused. Although a comprehensive review can be found in Wu and Li, most of the methods proposed over recent years fall into one of the following categories: proximity, similarity, or centrality. The proximity method consists of considering that the genes lying closer to genes whose association with the disease is already known have higher probabilities of also being involved in the disease. The Endeavour and the Prioritizer are two tools that implement the proximity approach. The similarity approach, instead of considering genes by their proximity to the relevant disease, considers their similarity to the disease. This approach has been explored by Lage et al and by Miozzi et al. The last approach, centrality, consists of selecting the genes based on how central they are in the network and therefore how informative they are for the gene–disease association. Gudivada et al and Ozgur et al were the first to present methods based on this approach.

This paper presents a solid contribution to the problem of using dispersed biomedical knowledge for selecting the best candidate genes associated with a disease. The proposed computational method uses network-based representation with an innovative biomedically inspired metric. It consists of a significant advance, surpassing many limitations of previous methods. The exhaustive validation scheme showed that the proposed method has best overall results when compared with state of the art methods as it also performs specially well for the critical top rank positions. We believe this method represents a major advance over previous work and that it will be a key tool for future gene–disease association studies.
Methods

There are four main stages that underpin the development of the framework required to apply the proposed method. The first is integrated access of biomedical data including its validation, cleansing, and format adjustment. Secondly, the previously obtained data are used to assemble a network representation with current biomolecular knowledge. Additionally, the network is enriched with new associations obtained with information extraction tools. The last step is implementation of the algorithm that allows calculation of the gene–disease prioritization.

Data compilation and integration

The use of computational methods to help discover new gene–disease associations was only made possible with the access to a wealth of biomolecular data that are currently publicly available. There are already many frameworks specialized in the integration of biomedical data that differ from the implemented approach, in the number of resources included, or the number of organisms targeted. Examples include the BioWarehouse, the BioCore, the GenNS, and the KEGG Pathway databases.

In the work presented here, access to biological data is supported by GenNS biomolecular data warehouse. It contains data for roughly 1000 species, representing over 7 million gene products with 70 million alternative gene/protein identifiers and 140 million associations with biological entities. For Homo sapiens it has 85,000 gene products that can be mapped to 704,000 synonyms, which also show 571,000 associations with biological entities, such as pathways, Gene Ontology terms, or homologs. Detailed information on the schema and the integrated databases is available in Arrais. From the information available on GenNS, the following data sources were selected to construct the network:

- Genes: information on the synonyms of each gene. This is the result of merging the data available in three distinct databases, namely Entrez Gene, KEGG and UniProt;
- Diseases: list of diseases obtained from the OMIM database and from the KEGG disease database;
- Gene Ontology (GO): information on gene annotations to biological processes, molecular functions, and cellular component;
- Pathways: obtained from the KEGG Pathway database;
- Homologs: set of structural and functional components that can be used to classify genes. In this case, we have used the set of orthologs provided by the KEGG database;
- Literature: associations between genes and PubMed papers provided by the Entrez database.

Biomedical network modeling

The primary goal of the network is to represent the explicit and well-established relations among the biomedical terms from the previously presented databases. Figure 2 contains a representation of selected terms as the relations to be included in the graph.

Because the data stored in GeNS have already been cleaned and fused, the extracted data can be represented as the vector of terms \( \tilde{a} \).

\[
\tilde{a} = (a_1, a_2, \ldots, a_p),
\]

with \( a_k \) representing the content of the \( k \)th term from the interval \( k \in [1, P] \subset \mathbb{N} \). Each term \( a_k \) is a tuple of four elements that can be represented as:

\[
a_k : (t_x, d_x, t_y, d_y),
\]

where the element \( t_x \) from the type \( d_x \) has an association with the element \( t_y \) from the type \( d_y \), where

\[
(i, j \in [1, Q] \subset \mathbb{N}) \text{ and } (a, b \in [1, R] \subset \mathbb{N}).
\]

The vector \( \tilde{a} \) can be modeled as a non-oriented weighted graph (BioMedical Graph) \( BMGi = (V_i, E_i) \) where:

- Each vertex \( v \in V_i \) is obtained by identifying the unique entry \( t_x, d_x, t_y, d_y \) of all the association tuples contained in vector \( \tilde{a} \). The vertexes are labeled by their name and type;
- Each edge \( e \in E_i \) connects vertexes \( (v_m, v_n) \) representing an association between the terms represented by the vertexes \( v_m \) and \( v_n \) contained in vector \( \tilde{a} \);
- The weight \( W_{v_m, v_n} \) of each edge \( e \) corresponds to its level of confidence. For the relations directly extracted from biomedical databases we assume have a confidence level of 1 and for the text pattern matching the weight correspond to the confidence on the association.

---

**Figure 2** Biomolecular terms used and their relations. The dashed line represents terms obtained by pattern matching.

**Abbreviations:** KO, KEGG Orthology; OMIM, Online Mendelian Inheritance in Man.
Extend network terms relations through text pattern matching

The use of ontologies has as its main advantage the possibility to establish an association between two entities based on the premise that they share the same process or are somehow related. While specificity is good when the intention is to classify a biological entity, when the goal is to search for similar but not exactly equal entities, it may bring many challenges caused by narrow scope. For instance, for the \textit{BRCA2} gene that is annotated in the KEGG Orthology as being a “Breast cancer 2 susceptibility protein”, it is implicitly also part of a larger class named “Pathways in cancer” where many breast cancer relevant genes are also annotated.

To take full potential of the original data, the structure of each used terminology has been replicated into the network allowing this mapping to be included. This allows us to associate two terms not just by their direct relation but also by their possible indirect relations.

The previously described network contains updated information about current knowledge of gene–disease associations. These data are accurate, because they have been reported by manual/semi-manual validation. However it is static and also limited to the typical task in hand, since the ultimate goal is discovery of unknown gene–disease associations. One way to overcome this problem is by adding new relations to the network, which represent less accurate but still highly probable associations. This was done by comparing the textual description of two terms and including the matches in the network, for instance, by comparing the description of the Biological Process from the Gene Ontology with the synopses of the disease provided by OMIM. If a high level of correspondence is found, a new association can be added to the network.

For this purpose we have developed a customized interface that uses a non-deterministic approach to evaluate the level of association between two given terms. Generically, for a term $t_i$ from the data source $d_j$ we look for a correspondence in the description of each term $t_j$ from database $d_i$. Using the TF-IDF$^{28}$ statistical measure we evaluate the number of occurrences of the term $t_i$ in the description of $t_j$, the total number of times that $t_i$ appears in all terms from $d_j$, and also the total number of terms from $d_j$.

Finally, the length of the path is also accounted for in the algorithm. A higher number of intermediate vertexes between two concepts will decrease the association value.

<table>
<thead>
<tr>
<th>Association</th>
<th>Source terms</th>
<th>Target OMIM terms</th>
<th>% of mapped OMIM terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:BP $\rightarrow$ OMIM</td>
<td>11,699</td>
<td>6,396</td>
<td>77%</td>
</tr>
<tr>
<td>Pathway $\rightarrow$ OMIM</td>
<td>114</td>
<td>186</td>
<td>1.4%</td>
</tr>
</tbody>
</table>

Notes: “Source terms” correspond to the total number of terms in source database with at least one match in the OMIM. “Target OMIM terms” correspond to the total number of OMIM terms with at least one match, and “% of mapped OMIM terms” corresponds to the percentage of total terms from OMIM mapped.
The final score is obtained based on the following premises:
- Importance of each vertex type;
- Importance of each pair source/destination edge;
- Distance between two vertexes – the algorithm should reflect that a long path has less probability of being relevant than a shorter one. We have also defined a maximum depth for the path search;
- Inverse frequency – if several vertexes of the same type point to the same node, the path relevance should decrease.

Based on the previous assumptions, the implemented algorithm is as follows:

For each path \( i \) between the vertexes \( v_m \) and \( v_n \):

\[
\text{Score}(k, e) = \sum_{e \in E_f} k_e \times \text{Adj}(e, k) \times W_e(e) \times \text{decay} \over \text{Adj}(e)
\]

where \( k_e \) corresponds to the number of distinct destination types that can be reached from the vertex \( e \); \( \text{Adj}(e) \) returns the total number of vertexes that can be reached from vertex \( e \); \( \text{Adj}(e, k) \) gives the number of vertex of type \( k \) that can be reached from \( e \). Decay is a constant greater than 1 that reflects the penalization given to long paths. In this test we used decay = 1.2.

The final score is given by the sum of all scores from all path \( i \) between the vertexes \( v_m \) and \( v_n \). A final step consists in normalizing the score values in order to enable direct comparisons over searches done over the same BMG. To accomplish this it is assumed that the score 1 represents two isolated vertexes that are directly associated.

**Results**

**Systematic comparative analysis**

To explore the feasibility of the proposed approach we have conducted the following comparative analysis. We started by randomly selecting 600 OMIM diseases with at least two associated genotype. For each disease we have created a list of 20 elements that include the gene known to be associated with the disease and 19 randomly selected genes. We obtain 600 lists with 20 genes each where only one gene per list is known to be associated with the disease. Next we delete all network edges that represent an explicit association between genes and diseases.

Combining the gene–disease pair, a total of 1200 prioritizations were performed. From these we calculate the sensitivity and specificity values. Sensitivity refers to the frequency of genes that are ranked above a particular threshold position and specificity to the percentage of genes ranked below this threshold. For instance a sensitivity/specificity value of 60/95 indicates that the correct disease gene is marked in the top 5% in 60% of all prioritizations.

Finally we are able to compare the power of each method to rank the list of genes and therefore reconstruct the disease. To assess the improvement of our method we also include in the comparison the method presented by Gudivada et al and the shortest path that can be used as a baseline. The receiver operating characteristic (ROC) curve in Figure 3 compiles the results obtained.

The ROC curve shows that our method reached an AUC (area under curve) of 0.919 compared with 0.905 for the Gudivada method and 0.85 for the shortest path. While the improvements obtained (0.014 and 0.069) with the proposed method are not very expressive, it is particularly interesting to observe that fixing the specificity at 90% yields a sensitivity of 80% for the proposed method, 65% for the Gudivada method, and 35% for the shortest path. This means that 80% of the time, the proposed method ranks the disease in the top 10%. By fixing the specificity values at 95%, we observe sensitivity values of 43% for the proposed method, 34% for the Gudivada method, and 11% for the shortest path. These values show that the proposed method not only gives better overall results but has an improved performance in selecting the candidate genes for the restricted specificity values. This also means that the valid gene is, on average, ranked more often in the top positions. Indeed, for specificity values <65%, all three methods have similar sensitivity and for specificity values <85%, the proposed method and the Gudivada method have similar sensitivity. Finally, it is interesting to note that for specificity values ranging from 100% to 90%, corresponding to cases where the correct gene is marked in the two top positions, the proposed method presents a distinct advantage.

**Contribution of individual components**

Next we analyze the contribution of each component of the network to the final result. We iteratively remove each component and run the previous test for the 100 OMIM diseases. The three ROC curves in Figure 4 compile the results obtained for each case. First we set all weights to 1, meaning that all relations are considered to be of the same relevance (Figure 4A). Next we exclude from the network all relations obtained with the help of text matching (Figure 4B). Third we evaluate the influence of including the structure of the ontologies in the network (Figure 4C). The results obtained for the AUC were 0.90, 0.85, and 0.89.
Figure 3 ROC curve for validating the proposed method against Gudivada et al. and shortest path. Abbreviation: ROC, receiver operating characteristics.

Figure 4 ROC curve for evaluating the effect of removing (A) weights, (B) information matching, and (C) ontologies. The black line represents the ROC curve from Figure 4 and the dotted line the ROC curve after removing each component. Abbreviation: ROC, receiver operating characteristics.
Demonstration for microarray profiling

We have used our algorithm to prioritize the genes that were marked as differently expressed in the experiment “Transcription profiling of 47 human breast tumor cases” stored in ArrayExpress with the Accession number E-GEOD-3744. Table 2 contains the top ten ranked genes according to our algorithm. As expected, the gene at the top is BRCA1 since several mutations lead to an increased risk of cancer. This gene was classified on top because it is directly associated with the disease. The ADRA1A, HTR4, and OXTR genes were ranked in top positions mainly due to their participation in the calcium signaling pathway whose association with cancer has already been documented. The FAS, FIGS, and STK4 genes are associated with pathways in cancer. Finally the KCTD2, COL17A1, and MYB genes are associated with two common biological processes in cancer.

Discussion

Compared with previous methods, the one proposed here has many advantages that to our knowledge make it unique. First it does not require any training data. Excluding G2D,13 PROSPECTR,30 and the method proposed by Gudivada et al19 most of the available methods require training gene sets. The problem with this is that the data required for training are typically scarce and when available are frequently difficult to adapt to the specificities of the problem in hand.

One other limitation of previous approaches is the capacity to cope with an increase in the number of data sources and resources. This is evident in the method proposed by Adie et al9 which only use two data sources. Aerts et al points out the importance of adding more data sources but also the use of weights to differentiate distinct levels of trust or accuracy between terms.

In comparison with previous approaches that also use the network representation, a major advantage of the one proposed is that it reflects some of the intrinsic characteristics of the biomedical data. Examples of this include the association from one gene to multiple pathways and the reverse association. Unlike the method proposed by Gudivada et al we moved the focus of association measurement from the node to the edge. This tends to reflect more accurately the biological context.

The proposed method also benefits from the possibility to use the ontologies and also to incorporate the intrinsic structure of the ontology in the network. One last advantage of using a network-based approach is its flexibility to adapt to new contexts. In this paper we have explored the prioritization of genes for a given disease. The same framework can however be redirected to answer other research questions. Examples include selection of candidate genes for a given disease, analysis of the interference of pathways in a disease, or the effects of silencing/activating genes on a disease. Despite the major step forward of the work presented, we are aware of the overall limitations of using computational methods to identify gene–disease associations as well those of the approach followed. It is limited by the amount and quality of the data available online. Indeed, the lack of relations may ultimately lead to true negatives and inaccurate relations may lead to false positives. This means results should always be interpreted with caution, with experimental validation being required. We are also aware that the more accurate the available data become, the more information can be taken and previous experiments can even be re-evaluated.

We also faced challenges in directly comparing the results obtained with those previously published. In this context we selected two methods for direct comparison. The first, proposed by Gudivada et al19 seemed to be closest to the current state of the art. The other was selected because it offers a good baseline. The obtained results reinforce the claimed improvements of the proposed method.

**Table 2** Ranked genes from differentially expressed genes in human breast cancer

<table>
<thead>
<tr>
<th>Rank</th>
<th>Gene symbol</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BRCA1</td>
<td>1.16</td>
</tr>
<tr>
<td>2</td>
<td>OXTR</td>
<td>2.24</td>
</tr>
<tr>
<td>3</td>
<td>FAS</td>
<td>2.36</td>
</tr>
<tr>
<td>4</td>
<td>ADRA1A</td>
<td>2.47</td>
</tr>
<tr>
<td>5</td>
<td>STK4</td>
<td>2.78</td>
</tr>
<tr>
<td>6</td>
<td>HTR4</td>
<td>3.18</td>
</tr>
<tr>
<td>7</td>
<td>FIGS</td>
<td>4.15</td>
</tr>
<tr>
<td>8</td>
<td>KCTD2</td>
<td>4.56</td>
</tr>
<tr>
<td>9</td>
<td>COL17A1</td>
<td>6.22</td>
</tr>
<tr>
<td>10</td>
<td>MYB</td>
<td>6.43</td>
</tr>
</tbody>
</table>
Also, unlike previous approaches, ours does not require any training dataset and offers an effective way to incrementally add new data without the need to reprocess the entire network. We also want to stress that the proposed method benefits from the intrinsic characteristics of the biomedical data.

The tests conducted clearly support our initial assumptions about the advantages of the proposed method. Indeed, this method represents a major advance over previous work and we believe it is of key importance for future gene–disease studies.
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