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Purpose: The performance of “trough sampling before reaching steady-state” and “serial

sampling beyond the interval between steady-state” in a multiple-dose pharmacokinetic

evaluation was compared. Drugs with long half-lives, following multi-compartment pharma-

cokinetics, and whose distribution-related characteristics are less likely to be assessed within

one dosing interval are focused.

Patients and methods: Amlodipine pharmacokinetic data were collected from a human

pharmacology study performed in Seoul St. Mary’s Hospital (Seoul, Korea). Plasma

concentration data until 144 hrs after a single administration was used. Nonlinear mixed-

effects modeling was conducted to obtain the “true” model structure and pharmacokinetic

parameter estimates. Then, stochastic simulation and estimation were performed using

multiple-dose scenarios in various sampling strategies. Parameter accuracy and precision

from each scenario were evaluated.

Results: A two-compartment model with first-order absorption followed by zero-order absorption

with a lag time then first-order elimination was chosen as the final model and used in the stochastic

simulation and estimation. In terms of parameter precision, the scenario incorporating data only

within one dosing interval showed the worst results (Vp/F = 313%,Q/F = 64.3%). Some scenarios

including early trough samples yielded comparable outcomes (Vp/F = 18.4%,Q/F = 32.1%) to the

extended full-PK sampling scenario (Vp/F = 15.9%, Q/F = 30.3%), which was the best case. The

quality of distribution-related parameters was the major difference between scenarios.

Conclusion: In multiple-dose studies on drugs with delayed distributional equilibrium,

information from a few trough samples can augment the limit of serial sampling within

the dosing interval for parameter estimation. With informative trough samples,

extended hospitalization for serial sampling (until 3–5 half-lives after the last dose),

which is particularly problematic for long half-life drugs, may be avoided. Trough

samples obtained at the beginning of the repeated dose were more effective for mixed-

effects modeling.

Keywords: pharmacokinetics, trough sampling, multiple-dose, stochastic simulation and

estimation, NONMEM

Introduction
During drug development, a full pharmacokinetic (PK) study in the context of

repeated dosing is one of the essential elements. The main goal of these studies is to

identify the highest and lowest concentrations of the drug that form under steady-state
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conditions, which can be used to determine not only the

accumulation index but also the overall PK properties.

However, for drugs with long half-lives (>24 hrs),1

a repeated-dose study is not simple. It is generally accepted

that steady-state achievement requires repeated doses over 5

or more half-lives, and PK evaluation requires blood sam-

pling over at least 3–5 half-lives after the final dose.1,2 To

ensure reliability, the study subjects are often required to

take medication for 3–5 days or more and may be hospita-

lized without medication for an additional length of time.

This can be especially problematic in studies involving

patients. Because there are insufficient concentration data

available for a PK evaluation within the standard dosing

interval (usually less than a day), the drug may be discon-

tinued for a full-PK study, which compromises the thera-

peutic benefit, or only the data within the standard dosing

interval are sometimes used for the recommended treatment.

Various methods for solving these problems are being stu-

died, which is reflected in the guidance documents provided

by regulatory authorities.1,2

Trough samples are an excellent method that comple-

ments an insufficient steady-state full-PK study.3,4 Trough

samples, which are taken before reaching the steady-state,

show how the drug accumulates over time, providing valu-

able information about drug disposition. For example, if the

elimination rate constants estimated from concentration

data over a short period following steady-state dosing do

not coincide with changes in trough concentration, this

means that the drug does not follow a simple 1-compart-

ment model. Therefore, it can be expected that an informa-

tive trough sample and a full-PK sample during the standard

dosing interval could be used together to evaluate the dis-

position characteristics of the drug properly. Additionally,

trough samples are particularly helpful for drugs with more

than two-compartment PK and those showing delayed dis-

tributional characteristics. For these drugs, the evaluation of

the elimination property may not be appropriately achieved

only with the data obtained within a dosing interval.

Multiple-dose studies on such drugs often utilize trough

sampling strategies in addition to steady-state sampling.5,6

In this study, amlodipine (half-life 40–50 hrs, time to

distributional equilibrium 16–24 hrs post-dose) was

selected as an example drug because it satisfies the condi-

tions mentioned earlier. After generating a large number of

virtual datasets using PK parameters obtained from actual

data, PK parameters were estimated by applying different

sampling strategies in various scenarios. We then com-

pared the performance of "trough sampling before

reaching steady-state” and “extended sampling beyond

the dosing interval” in a multiple-dose PK evaluation.

Materials and Methods
Actual Data
Amlodipine PK data were collected from a human phar-

macology study performed in Seoul St. Mary’s Hospital,

Seoul, Korea (NCT02205151 at clinicaltrial.gov). The trial

was performed in accordance with relevant guidelines,

regulations, and the Declaration of Helsinki and was

approved by the Institutional Review Board (IRB) of

Seoul St. Mary’s Hospital (Approval number:

KC14MDSF0427). All participants provided written

informed consent (n = 30). A single dose of a 5-mg

amlodipine tablet was administered orally with 150 mL

of water at 9:00 am after overnight fasting. Amlodipine

was co-administered with fimasartan; however, no PK

interaction was noted between two drugs,7 indicating that

the amlodipine PK was not affected by concomitant use of

fimasartan. Plasma samples of amlodipine were collected

before and at 1, 2, 3, 4, 6, 8, 12, 24, 48, 72, 96, and 144 hrs

after the administration. Liquid chromatography coupled

with tandem mass spectrometry (HPLC-MS/MS) was used

to determine amlodipine concentrations with a validated

working range of 0.2 ng/mL (the lower limit of quantifica-

tion, LLOQ) to 32.0 ng/mL. The plasma concentration

versus time profiles are shown in Figure 1. No further

clinical trial data will be shared regarding this manuscript

since this is not a report on the corresponding clinical trial.

Population PK Modeling
Nonlinear mixed-effects modeling was conducted to

obtain the “true” model structure and PK parameter esti-

mates using NONMEM software, version 7.4 (Icon

Development Solutions, Ellicott City, MD, USA). The

first-order conditional estimation method with interaction

(FOCE-I) was used whenever applicable. During model

development, the significance of model improvement was

evaluated using a likelihood-ratio test (LRT) for the objec-

tive function values (OFVs). In the nested models, the

result was considered statistically significant if the OFV

decreased more than 3.84 (P-value < 0.05, degree of free-

dom (df) = 1) or 5.99 (p-value < 0.05, df = 2). The degrees

of freedom were defined as the absolute difference in the

numbers of parameters compared in the two subsequent

models. In the case of non-nested models, the Akaike

information criteria (AIC) value was used to select the
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model that best described the data. The major diagnostic

methods used were visual inspection of various diagnostic

plots (goodness-of-fit [GOF] plot) and a visual predictive

check (VPC) for the final model. R software, version 3.5.1.

(R Foundation for Statistical Computing, Vienna, Austria)

were utilized for data preparation, graphical analysis,

model diagnostics, and statistical summaries.

Based on the literatures on amlodipine PK, a two-compart-

mentmodel with first-order absorptionwas adopted initially.8,9

Various absorption (e.g., zero-order absorption, lag time,

Weibull-type absorption, and dual absorption) and disposition

structures (e.g., one-compartment model and three-

compartment model) were tried as needed. Each PK parameter

was assumed to follow a log-normal distribution and is

described as

Pi ¼ PTV � expðηiÞ;

where Pi is the individual parameter for the ith indivi-

dual, PTV is the typical value of the model parameter for

the population, and ηi is the between-subject random

effect, which follows a normal distribution with a mean

of 0 and variance of ωi
2 and accounts for the i-th indivi-

dual’s deviation from the typical value (PTV). An addi-

tive, a proportional, and a combined model were all

evaluated.

Sampling Scenarios
Although the PK model was developed from the data

obtained from a single-dose study, we could assume that

the PK structure and parameter estimates could be extra-

polated in a multiple-dose setting (daily dosing) based

upon reports showing no significant differences in the

PK properties of amlodipine between single-dose and

multiple-dose studies.10,11 Thus, using the PK structure

and parameters estimates from the final model, various

simulation datasets for 7-consecutive-day dosing could

be created by only altering the sampling times.

The sampling times were selected in consideration of the

feasibility for actual multiple-dose trials. For all scenarios, data

corresponding to a standard dosing interval full-PK sampling

(pre-dose, 0.33, 0.66, 1, 1.5, 2, 3, 4, 5, 6, 7, 8, 10, 12, and 24 hrs

post the last dose) were generated. In scenarios with no trough

data, data points at either 48 hrs (termed 0s48) or 72, 96, and

144 hrs (until 3–4 half-lives, termed 0s144) post-dose were

added. When generating the data for scenarios with trough

information, the limit in the number of outpatient visits (1–2

times during the multiple-dose period) was taken into consid-

eration. Thus, one-trough-sample scenarios (1sX) were only

allowed to have one pre-dose data point on one of the dosing

days (Day 2–6). Two-trough-sample scenarios (2sX) were

generated in a similar way. Details of the sampling scenarios

are presented in Table 1.

Figure 1 Observed mean plasma concentration versus time profiles of single-dose amlodipine 5 mg using linear (A) or semilogarithmic (B) scales. The error bars represent

the standard deviation.
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Statistical Methods for Stochastic

Simulation and Estimation
Stochastic simulation and estimation (SSE) were performed

using the Perl-speaks-NONMEM toolkit (PsN) version 4.9.0

(Mats Karlsson, Rikard Nordgren, Svetlana Freiberga,

Sebastian Ueckert and Gunnar Yngman, Uppsala, Sweden)

to evaluate the adequacy of scenarios with different sampling

strategies for predicting PK parameters.12 In this study, 500

datasets consisting of 30 subjects each were simulated for

each scenario using the final PK model. Subsequently, the

population PK parameters were estimated for each of the

dataset using the first-order conditional estimation with inter-

action (FOCE-I) method in NONMEM. For each scenario,

the relative estimation error and the relative bias in estimat-

ing PK parameters were calculated using Equations (1) and

(2), and relative root mean square errors (RMSE) are

obtained using Equation (3)

Relative estimation error %ð Þ ¼ 100� Ei � A
A

(1)

Relative bias %ð Þ ¼ 100� 1

A� N
∑
N

i¼1
Ei � Að Þ (2)

Relative rootmean squre error %ð Þ

¼ 100� 1

A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
∑
N

i¼1
Ei � Að Þ2

s
(3)

whereEi is the estimated PKparameters of i-th data set,A is the

true PK parameter from thefinalmodel, andN is the number of

datasets with successful estimation in each scenario.

The scenario where estimated PK parameters were least

biased and had minimal standard error was selected based on

the RMSE value, and its sampling strategy was considered

to be appropriate for the prediction of PK parameters.

Because the absorption PK parameters were expected to be

well estimated from the common data included in all sce-

narios (dense samples during absorption period within one

dosing interval), they were excluded from the comparison.

Results
Amlodipine PK Model
The amlodipine PK data were best described by two-

compartment models with first-order absorption followed

by zero-order absorption with a lag time then first-order

elimination (Figure 2). Population PK parameter estimates

were derived from the structural model as follows: oral

clearance (CL/F) 36.4 L/hr, central volume (Vc/F) 1,150 L,

intercompartmental clearance (Q/F) 118 L/hr, peripheral

volume (Vp/F) 910 L, absorption rate constant (ka) 0.563/

hr, fraction absorbed through first-order absorption (F1)

0.762, duration of zero-order absorption (D2) 2.36 hr, lag

time for first-order absorption (ALAG1) 0.51 hr, and lag time

for zero-order absorption (ALAG2) 3.85 hr. All parameter

estimates including between subject variability are shown in

Table 2. The summarized result of 1,000 bootstrap replicates

in Table 2 shows that the mean parameter estimates from the

bootstrap procedure were compared with the corresponding

estimates derived from the final model. The goodness-of-fit

plots of the final PK model presented in Figure 3 show that

no specific evidence of model misspecification was found

between individual weighted residuals (IWRES) and popu-

lation prediction (PRED) or conditional weighted residuals

(CWRES) and time, and there was good agreement between

the observed data and individual prediction (IPRED).13

Comparison of the Scenarios
Statistical evaluation was performed on the population PK

parameters (fixed and random effects) estimated from each

scenario, and the results are shown in Table 3. Also, the

relative estimation errors are shown in the boxplot in Figure 4.

Table 1 Comparison of Sampling Scenarios

Scenario

No.

Trough

Data (h)

PK Data Timepoints After Last

Dose (h)

0s24 - 24-hr full sampling

0s48 - 24-hr full sampling + 48

0s144 - 24-hr full sampling + 48, 72, 96, and 144

1s1 24 24-hr full sampling

1s2 48 24-hr full sampling

1s3 72 24-hr full sampling

1s4 96 24-hr full sampling

1s5 120 24-hr full sampling

2s1 24, 48 24-hr full sampling

2s2 24, 72 24-hr full sampling

2s3 24, 96 24-hr full sampling

2s4 24, 120 24-hr full sampling

2s5 48, 72 24-hr full sampling

2s6 48, 96 24-hr full sampling

2s7 48, 120 24-hr full sampling

2s8 72, 96 24-hr full sampling

2s9 72, 120 24-hr full sampling

2s10 96, 120 24-hr full sampling

Notes: 24-hr full sampling was performed at 0, 0.33, 0.66, 1, 1.5, 2, 3, 4, 5, 6, 7, 8,

10, 12, and 24 hrs.

Abbreviation: PK, pharmacokinetic.
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In terms of the RMSE%, the scenario using data obtained

only within the dosing interval (0s24) showed the worst results

in the precision of parameter estimates (CL/F = 9.23%, Vc/F=

20.6%, Vp/F = 313%, Q/F = 64.3%, BSV(CL/F) = 33.9%,

BSV(Vc/F) = 108%, BSV(Vp/F) = 2,550%). The scenario

using data from the extended period (~144 hr post-dose,

0s144) showed the best result as expected (CL/F = 4.63%,

Vc/F = 14.6%, Vp/F = 15.9%, Q/F = 30.3%, BSV(CL/F) =

23.1%, BSV(Vc/F) = 47.8%, BSV(Vp/F) = 52.9%). The two-

trough-sample scenario with 24-hr and 48-hr data (2s1)

yielded the comparable results in the extended period scenario,

and RMSE% of both population PK parameters and their

between-subject variability parameters was acceptable (CL/F

= 4.72%, Vc/F = 16.0%, Vp/F = 18.4%, Q/F = 32.1%, BSV

(CL/F) = 22.9%, BSV (Vc/F) = 65.9%, BSV (Vp/F) = 78.0%).

For the one-trough-sample scenario using concentration data

at 24 hrs (1s1) and two-trough-sample scenario using concen-

tration data at 24-hr and 72-hr, the RMSE% was also accep-

table. Acceptance criteria were defined as <120% of RMSE%

in the extended period scenario (0s144) for population PK

parameters, and <150% for their variability parameters. The

quality of distribution-related parameters was the major differ-

ences between scenarios. The detailed results from each sce-

nario are shown in Table 3.

Multiple-Dose PK Simulation Using the

Best Parameter Estimates
A multiple-dose PK was simulated to see the predictive

performance of the results from trough sample scenario

Figure 2 Amlodipine PK model.

Abbreviations: CL/F, apparent oral clearance; Vc/F, central volume; Vp/F, peripheral
volume; Q/F, intercompartmental clearance; ALAG, lag time; F1, fraction of dose

absorbed in first-order absorption; ka, absorption rate constant; D2, duration of

zero-order absorption.

Table 2 Parameter Estimates of Final PK Model

Parameter Description Estimate %RSEa Bootstrap Median (95% CI)b

Population parameters

CL/F (L/h) Apparent oral clearance 36.4 3.30 36.5 (34.3–38.5)

Vc/F (L) Apparent central volume 1,150 5.89 1139 (998–1270)

Q/F (L/h) Apparent intercompartmental clearance 118 13.0 119 (91.8–154)

Vp /F (L) Apparent peripheral volume 910 7.33 922 (791–1049)

ka (/h) Absorption rate constant 0.563 10.6 0.562 (0.459–0.691)

F1 Fraction absorbed in first absorption 0.762 4.00 0.755 (0.717–0.802)

D2 (h) Duration of zero-order absorption 2.36 4.58 2.35 (0.0328–2.73)

ALAG1 (h) Lag time of first-order absorption 0.51 4.22 0.515 (0.461–0.576)

ALAG2 (h) Lag time of zero-order absorption 3.85 4.81 3.85 (3.63–4.00)

Between-subject variability

ωCL/F2 Interindividual variability of CL/F 0.0781 17.6 0.0771 (0.0528–0.104)

ωVc/F2 Interindividual variability of Vc/F 0.0714 19.4 0.0713 (0.0469–0.103)

ωVp/F2 Interindividual variability of Vp/F 0.0481 27.5 0.0474 (0.0216–0.0750)

ωka2 Interindividual variability of ka 0.308 18.1 0.299 (0.202–0.418)

ωALAG12 Interindividual variability of ALAG1 0.0555 34.7 0.0512 (0.0224–0.0985)

ωF12 Interindividual variability of F1 0.0178 36.6 0.0150 (0.00480–0.0253)

Residual error

σprop Proportional error 0.118 7.69 0.118 (0.104–0.136)

Notes: aRelative standard error was estimated using the $COV function in NONMEM, b95% confidence interval (CI) was estimated by applying the final PK model to 1000

resamples.

Abbreviations: RSE, relative standard error; CI, confidence interval; CV, coefficient of variation.
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of the least RMSE% value (2s1). The plasma concentra-

tion versus time profile was generated for one standard

dosing interval (24 hr) after the seventh dose (144 hr

after the first dose) of 5 mg. Virtual observations were

derived from the true PK parameters at 144, 144.33,

144.66, 145, 145.5, 146, 147, 148, 149, 150, 151, 152,

154, 156, and 168 hrs and compared to the simulated

time-concentration profile. The median values and predic-

tion interval of simulated concentration throughout the

planned time period were well matched with the virtual

observations (Figure 5).

Discussion
In this study, we focused on drugs with long half-lives,

following a two-compartment PK, and whose distribution-

related characteristics are less likely to be observed within

one dosing interval. We evaluated how trough concentra-

tion measured during repeated administration of these

BA

DC

Figure 3 Goodness-of-fit plots of the final PK model for population prediction versus observation (A), individual prediction versus observation (B), individual
prediction versus the absolute value of individual weight residuals (IWRES), (C), and time versus conditional weighted residuals (CWRES), (D) The black solid

y=x and y=0 lines are included for reference. The bold grey lines are loess (local regression soother) trend lines, and the circles indicate observational data.
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Figure 4 Boxplots of the relative estimation error of parameter estimates in various scenarios. Pink boxes are from zero-trough-sampling scenarios, blue from one-trough-

sampling scenarios, and green from two-trough-sampling scenarios. The red lines indicate the acceptable error margin (<5%).

Abbreviations: CL/F, apparent oral clearance; Vc/F, central volume; Vp /F, peripheral volume; Q/F, intercompartmental clearance; BSV, between subject variability.
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drugs could contribute to PK evaluation through various

simulations. The findings were considered feasible based

on existing knowledge of PK, and some clues for practical

applications in multiple-dose PK studies are reported.

For drugs with long half-lives, the relevant regulations

allow the use of results from PK sampling up to three half-

lives after the final dose as the full-PK study.2 The max-

imum sampling duration for the full-PK scenarios (0sX) in

this study was determined accordingly. For these drugs, this

approach is considered feasible because hospitalization or

sampling over more extended periods is not practical. The

scenario with the best results was when sampling was

performed for the longest time (until 144 hrs after the last

dose, 0s144). However, in some scenarios where full-PK

sampling was not performed, comparable results were

obtained. Even in scenarios where sampling was performed

for more than one dosing interval, insufficient sampling

duration (0s48) yielded poor results. This shows the possi-

bility of trough sampling at a sufficiently informative time

point replacing the extended full-PK study. Therefore, it

may be reasonable to design an actual repeated dose study

with an appropriate trough sampling plan to avoid exces-

sively lengthy hospitalization and dosing suspension.

Parameters related to the central compartment (CL/F, Vc/F)

were relatively well estimated in all scenarios, including that

with observations only during a single dosing interval (0s24).

This implies that the information obtained by sampling within

the dosing interval is sufficient to estimate such parameters.

Since there were actual observations to calculate the area

under the curve during a single dosing interval (AUCτ), it

would have been possible to estimate the CL/F. Also, it can

be inferred that Vc/Fwas estimable since the values for trough

concentration immediately before the last dose and the max-

imum plasma concentration (Cmax,ss) of the dose were

observed. The parameters that caused the problem with accu-

racy and precision were those related to distribution of drugs.

It is difficult to accurately estimate these parameters without

an appropriate trough sample or full-PK sample. However, this

seems to be because we focused on a situation where it is

difficult to evaluate the distribution characteristics within one

dose interval.

In scenarios where trough samples were obtained at

a relatively early time (1s1 or 2s1), distribution-related

parameters were relatively well estimated. These scenarios

produced better results than those with an insufficient

number of full-PK samples (0s48). When a drug following

the 2-compartment PK model is repeatedly administered,

changes in drug concentration up to steady-state are

expressed as the sum of exponential terms

(asymptotic).14,15 Accordingly, the difference in concen-

tration accumulation pattern according to the PK para-

meter values is more significant at the beginning of the

Figure 5 Predicted plasma concentration versus time profiles using linear (A) and semilogarithmic (B) scales. The black solid line represents the median curve for the

simulation, and the gray area represents the 90% confidence interval for the simulation. The black circles indicate observational data, and the grey area indicates prediction

interval.
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repeated administration than in the period near the steady-

state. In practical terms, it would be desirable to schedule

a limited number of outpatient visits to obtain a trough

sample as soon as possible after the start of repeated

administration.

As with the fixed-effect parameter mentioned earlier,

the BSV parameter showed similar results for CL/F and

Vc/F in all scenarios. This shows that the amount of

information about the parameter was similar regardless

of the sampling strategy. However, the results of Q/F,

the only distribution parameter that allowed estimation

of BSV, showed a big difference across scenarios. Only

the scenarios with two trough data, including 24 hr

sample, yielded a parameter estimate with comparable

quality to that from 0s144. In other words, in the situa-

tion where the most informative timepoint sample is

obtained, at least one additional trough sample should

be obtained to estimate the individual PK difference

accurately. In scenarios with inaccurate estimates, the

BSV value appears to be distributed on the smaller

side of the true value. This is because of the feature of

NONMEM that arbitrarily fixes the BSV value to

a small value when the parameter is inestimable or has

no contribution to the model.16,17 These results were

frequently observed even in ‘minimization successful’

runs.

Conclusion
Trough sampling contributes to estimation of the PK

parameter in drugs for which it is difficult to assess

distribution-related characteristics only by sampling dur-

ing one dosing interval. Particularly, trough sampling

may have more significant advantages in drugs with

long half-lives by avoiding extended hospitalization

(until 3–5 half-live after the last dose). This was

shown from the comparable quality of parameter esti-

mates with the best trough samples and those with

extended full-PK samples. In mixed-effects modeling

involving between-subject variabilities, the trough sam-

ples at the beginning of the repeated dose were better,

and at least two trough samples are recommended. The

overall results of this study can also be applied to the

process of drug development. When a new drug candi-

date shows delayed distributional equilibrium and long

half-life in a single-dose study, trough sampling instead

of extended full-PK sampling should be considered to

reduce procedural burden and subject discomfort.
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