
© 2019 Laursen et al. This work is published and licensed by Dove Medical Press Limited. The full terms of this license are available at https://www.dovepress.com/terms. 
php and incorporate the Creative Commons Attribution – Non Commercial (unported, v3.0) License (http://creativecommons.org/licenses/by-nc/3.0/). By accessing the work 

you hereby accept the Terms. Non-commercial uses of the work are permitted without any further permission from Dove Medical Press Limited, provided the work is properly attributed. For 
permission for commercial use of this work, please see paragraphs 4.2 and 5 of our Terms (https://www.dovepress.com/terms.php).

Clinical Epidemiology 2019:11 169–184

Clinical Epidemiology Dovepress

submit your manuscript | www.dovepress.com

Dovepress 
169

R E v i E w

open access to scientific and medical research

Open Access Full Text Article

http://dx.doi.org/10.2147/CLEP.S188752

Randomized clinical trials with run-in periods: 
frequency, characteristics and reporting

David Ruben Teindl 
Laursen1–4  
Asger Sand Paludan-Müller2  
Asbjørn Hróbjartsson1,3,4

1Centre for Evidence-Based Medicine 
Odense (CEBMO), Odense University 
Hospital, Odense, Denmark; 2Nordic 
Cochrane Centre, Rigshospitalet, 
Copenhagen, Denmark; 3Department 
of Clinical Research, University 
of Southern Denmark, Odense, 
Denmark; 4Odense Patient data 
Explorative Network (OPEN), Odense 
University Hospital, Odense, Denmark

Background: Run-in periods are occasionally used in randomized clinical trials to exclude 

patients after inclusion, but before randomization. In theory, run-in periods increase the prob-

ability of detecting a potential treatment effect, at the cost of possibly affecting external and 

internal validity. Adequate reporting of exclusions during the run-in period is a prerequisite 

for judging the risk of compromised validity. Our study aims were to assess the proportion of 

randomized clinical trials with run-in periods, to characterize such trials and the types of run-in 

periods and to assess their reporting.

Materials and methods: This was an observational study of 470 PubMed-indexed randomized 

controlled trial publications from 2014. We compared trials with and without run-in periods, 

described the types of run-in periods and evaluated the completeness of their reporting by noting 

whether publications stated the number of excluded patients, reasons for exclusion and baseline 

characteristics of the excluded patients.

Results: Twenty-five trials reported a run-in period (5%). These were larger than other trials 

(median number of randomized patients 217 vs 90, P=0.01) and more commonly industry trials 

(11% vs 3%, P<0.01). The run-in procedures varied in design and purpose. In 23 out of 25 trials 

(88%), the run-in period was incompletely reported, mostly due to missing baseline characteristics.

Conclusion: Approximately 1 in 20 trials used run-in periods, though much more frequently 

in industry trials. Reporting of the run-in period was often incomplete, precluding a meaning-

ful assessment of the impact of the run-in period on the validity of trial results. We suggest 

that current trials with run-in periods are interpreted with caution and that updates of reporting 

guidelines for randomized trials address the issue.

Keywords: run-in periods, lead-in periods, enrichment design, single-blind placebo, washout 

periods, research methodology

Background
Randomized clinical trials are generally considered the most reliable method for 

evaluating the effects of health care interventions. However, randomized trials vary 

in design, and different design characteristics may impact on internal validity (risk of 

bias), external validity (generalizability) and costs (both economical and logistical). 

One such design characteristic is a run-in period, which is a planned time period from 

formal patient enrollment to randomization that enables exclusion of certain patients, 

for example, if they experience harms (see Box 1).1

In trials with run-in periods, randomization may take place days or weeks after 

formal enrollment. During this post-inclusion pre-randomization period, all patients 

receive the same treatment, for example, a placebo (“placebo run-in”), the experimental 
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drug (“active run-in”) or observation only (“no-treatment” 

or “washout” run-in).1,2

The main rationale for a run-in period in a trial is to adjust 

the selection of patients for the post-randomization phase of 

the trial. The principal difference between standard screening 

by eligibility criteria in a trial and the procedures in a run-in 

phase is that the latter permits exclusions based on observa-

tions of patients’ compliance or responses to trial interven-

tions. Thus, for example, an active run-in period enables 

exclusion of patients who respond poorly to the experimental 

intervention. A placebo run-in period enables exclusion of 

patients who respond well to the placebo intervention. Both 

active and placebo run-in periods enable exclusion of patients 

who do not comply with trial procedures.1,3

The number of exclusions in run-in periods may be con-

siderable. For example, in a trial of the effect of extended-

release opioid for lower back pain, 191 out of 459 enrolled 

patients (42%) were excluded during the active run-in period.4 

In another trial of the effect of aspirin and β-carotene on car-

diovascular disease and cancer, 11,152 out of 33,223 patients 

(34%) were excluded during the run-in period.5

Run-in periods can affect the validity of a study’s results. 

When patients are excluded during a run-in period, for 

example, due to harms or lack of response, the trial popula-

tion may increasingly differ from the typical clinical patient 

population. The balance between benefits and harms of the 

trial intervention may appear more beneficial than if exclu-

sions had not taken place.

Thus, interpretation of results from a trial with a run-in 

period is challenging as it involves careful consideration of 

how pre-randomization exclusions of patients could have 

affected trial validity. Such considerations presuppose access 

to relevant information on patient exclusions, typically through 

adequate reporting of the run-in period in the trial publication.

We, therefore, thought it relevant to study run-in periods 

in randomized clinical trials. Our objectives were to 1) assess 

the proportion of trial publications that report a run-in period; 

2) characterize such trials and the types of run-in periods and 

3) evaluate the completeness of reporting.

Materials and methods
This was an observational study of a random sample of 

PubMed-indexed trial publications.

Identification of trial publications
We identified publications indexed in PubMed as “random-

ized controlled trial” and published in 2014, and listed them 

in a random order using random.org.6 One reference at a time, 

one author (DL) screened titles and abstracts (and full text 

if needed) to check if the publication reported a randomized 

clinical trial. If so, the same author read the full text of the 

trial publication and determined whether the trial used a run-

in period according to our definition below. We continued the 

process until 25 trials with a run-in period were identified.

Randomized clinical trials were included if they had 

a parallel, crossover or split-body design (but excluded if 

they used cluster randomization). We considered trials to be 

“clinical” if they assessed the benefits or harms of a health 

care intervention. We planned to include trial publications 

written in all languages, using Google Translate as an aid.7

We operationally defined a “run-in period” as fulfilling 

either a main or a secondary criterion. The main criterion 

was that a trial publication had to 1) use one of the follow-

ing terms: “run-in”, “lead-in”, “enrichment”, “single-blind 

•	 what is a run-in period? 
o A run-in period is a time period after inclusion, but before 

randomization, used to exclude certain patients. Other 
pre-randomization periods exist, for example, extended 
screening periods and washout periods. These different pre-
randomization periods may overlap in purpose, design and 
terminology

•	 what types of run-in periods exist and which patients are 
excluded?
o During the run-in period, all patients receive the same 

intervention, for example, active treatment, placebo 
treatment or no intervention. Patients are excluded due to, 
for example, noncompliance to treatment or data collection, 
non-response to treatment or response to placebo

•	 what are the reasons for using a run-in period?
o By excluding certain patients, for example, noncompliers or 

placebo responders, run-in period may increase a study’s 
power, that is, chance of detecting a potential treatment 
effect

•	 what other terms are used for a run-in period?
o Similar terms used are lead-in periods, single-blind placebo 

periods and enrichment periods

•	 what potential problem does run-in period cause?
o The use of a run-in period may affect external validity, by 

exclusion of patients from the clinical study population, 
as well as internal validity, by the risk of unblinding or 
exaggeration of the intention-to-treat effect estimate

•	 what is needed to assess the possible impact of a run-in period 
on trial results?
o we propose that the study reader would want to study the 

number of excluded patients, reasons for exclusion and their 
baseline characteristics. These aspects should, therefore, be 
reported in the trial publications

Box 1 Run-in periods in randomized clinical trials
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placebo” or “baseline”, indicating a time period after (explic-

itly reported) registration of trial patients, but before their 

randomization and 2) explicitly report possible exclusion of 

patients during this period due to non-response to experi-

mental intervention, harms, response to control intervention, 

noncompliance to experimental or control intervention or  

noncompliance to data collection. The secondary criterion 

was that a trial publication had to 1) explicitly use the fol-

lowing terms: “run-in”, “lead-in” or “enrichment”, indicat-

ing a time period after (explicitly or implicitly reported) 

registration of trial patients, but before their randomization 

and 2) report no indications that investigator-driven patient 

exclusions due to response to, or compliance with, treatments 

were disallowed. The distinction between trials qualified as 

run-in trials according to the main and secondary criteria was 

used in sensitivity analyses (see Supplementary materials).

If the trial publication referred to previous trial publica-

tions (eg, published protocols), we included information from 

these to determine whether a run-in period was reported or 

not. Thus, “trial publication” in this study means the index 

publication identified in our sample and previous journal 

publications on the same trial cited in the index publication.

Data extraction and processing
From the sample of 25 randomized clinical trials with a run-

in period as well as a random selection of 100 trials without 

a run-in period, one author (DL) extracted descriptive data 

on publication and trial: language, clinical specialty (medi-

cal, surgery, others), trial design (eg, parallel, crossover), 

number of intervention arms, types of control interventions 

(eg, active or placebo), treatment class (pharmacological or 

non-pharmacological), number of patients randomized and 

industry involvement.

We operationally defined an “industry trial” as a trial 

in which a commercial company (eg, a drug or a device 

company) had participated in the trial design, and thus had 

potentially influenced the decision to use a run-in period. A 

trial was categorized as an industry trial if a drug or device 

company was listed as “responsible party” or “sponsor” 

in ClinicalTrials.gov (or in other trial registries if the trial 

publication mentioned these), if industry employees had 

participated in the design of the trial (according to, eg, the 

trial report), if industry authors were mentioned as co-authors 

or if the trial was mentioned as industry funded, but did not 

describe who had designed the study.

From the trial publications reporting a run-in period, the 

same author (DL) extracted the following additional data: 

intervention type during run-in period (eg, active, placebo, 

no intervention), duration of the run-in period, number of 

patients enrolled and excluded in the run-in period, reasons 

for exclusion and characteristics at inclusion (the “baseline 

characteristics”). Furthermore, we noted the term used for 

run-in period (eg, “run-in” or “lead-in period”) and pur-

poses of the run-in period (eg, selecting patients compliant 

to treatment).

For the publications describing a trial with a run-in period, 

one author (DL) evaluated the completeness of reporting. We 

defined complete reporting of a run-in period as the unam-

biguous description of 1) the number of patients enrolled 

to the run-in period and the number of patients excluded 

during the run-in period (and, consequently, the number of 

patients randomized after the run-in period); 2) the reasons 

for exclusion of all patients during the run-in period and 3) the 

characteristics of excluded patients. For each paper, we also 

noted specifically which of our three criteria were met or not.

A second author (AP) independently repeated the data 

extraction, assessment of industry involvement and evalua-

tion of completeness of reporting of run-in period. This was 

done for all 25 run-in trial publications and for 20 randomly 

selected trial publications not reporting a run-in period. 

Disagreements were settled by discussion.

Data analysis
We tabulated descriptive data as numbers (and percentages) 

or medians (and interquartile ranges [IQRs]). For trials with 

run-in periods, we summarized trial data, run-in period data 

and completeness of reporting. We also planned to compare 

patient characteristics for excluded and randomized patients, 

and we summarized reasons for using a run-in period and the 

terminology involved. We used Fisher’s exact test or Mann–

Whitney U test to compare characteristics of trials with and 

without run-in phases. The software used for data analysis 

was Microsoft Excel and the Real Statistics Resource Pack.8

We performed sensitivity analyses to study the robustness 

of our results to our definition of a “run-in period” and to our 

definition of “industry trials” (see Supplementary materials).

Results
Prevalence of trial publications reporting 
run-in periods
We screened 748 PubMed items and identified 470 random-

ized clinical trials in order to obtain 25 publications (5%) 

reporting a run-in period (Figure 1).9–33

Characteristics of trial publications 
reporting run-in periods
The trials with run-in periods were larger than trials without 

(median number of randomized patients 217 and 90, respec-
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tively, P=0.01). All the run-in trials were published in English. 

Six of the eight trials with non-pharmacological interventions 

studied dietary or lifestyle interventions (Tables 1 and 2).

Also, 16 of 25 trials with a run-in period (64%) were 

industry trials. This proportion was much higher than among 

trials without run-in periods (23 out of 82, 28%, P<0.01, the 

denominator 82 came from disregarding 18 out of 100 trials 

with unclear industry status; Table 1). Extrapolating the lat-

ter proportion of 28% from the 82 trials in the sample to all 

445 trials without a run-in period, these would include ~125 

industry trials. Thus, among all 470 randomized clinical trials 

with and without run-in periods, there would be a total of 141 

industry trials (the sum of 16 and 125) and conversely 329 

non-industry trials. It follows that an estimated proportion 

of publications reporting a run-in period was 11% among 

industry trials (16 out of 141) and 3% among non-industry 

trials (9 out of 329).

In the 13 of 25 run-in period trials reporting relevant 

data, a median of 16% of enrolled patients were excluded 

during the run-in period (IQR: 5%-24%). In the 24 of 25 

trials reporting relevant data, the median duration of the 

run-in period was 14 days (IQR: 11–28); for 20 trials, the 

duration of the run-in period was stated as a fixed number, 

whereas 4 trials reported varying duration (eg, “7±3 days”). 

The intervention during the run-in period was, in most cases, 

no intervention (36%, 9 out of 25) or placebo (28%, 7 out of 

25). No trial used the experimental treatment of the random-

ized phase as the run-in intervention (Table 3).

Common purposes of the run-in period were to ensure 

symptom stability (7 out of 25, 28%), for example, headache 

frequency over 1 month, and “baseline data collection” (5 

out of 25, 2%). Most of the trials (20 out of 25, 80%) used 

the term “run-in period” (in some variation), whereas 3 tri-

als (12%) used the term “baseline period” and 3 other trials 

(12%) used “lead-in period”.

Completeness of reporting of run-in 
periods in trial publications
Two trials (8%) had complete reporting of run-in periods, 

because there were no exclusions during the run-in period in 

both cases. In 23 of the trials (92%), the reporting of run-in 

periods was incomplete according to our definition.

The main reason for incomplete reporting was that trials 

did not report the characteristics of excluded patients (22 out 

of 25 trials, 88%). Reporting for the two other aspects was 

also incomplete in many trials: 48% and 72% of trials did not 

PubMed publications
screened by abstract

(and full text, if needed)
(n=748)

Not eligible (n=278):
• Not clinical (n=84)
• Observational (n=35)
• Cluster randomization (n=35)
• Other experimental study (n=32) 
• Patient enrollment not finished (n=20)
• Animal studies (n=18)
• Pooled analysis (n=17)
• Diagnostic studies (n=9)
• Not patient randomization (n=8)
• Other (n=20)Publications reporting a

randomized clinical trial
(n=470)

Trials reporting a
run-in period

(n=25)

Trials not reporting a
run-in period

(n=445)

Figure 1 Flowchart of screening for randomized clinical trials and for run-in periods.a

Notes: awe screened PubMed publications from 2014 one by one in random order until we had obtained 25 randomized clinical trials reporting a run-in period. The PubMed 
query used was: “(randomized controlled trial[Publication Type]) AND (“2014/01/01”[Date - Publication]: “2014/12/31”[Date - Publication])”.
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report number of excluded patients and exclusion reasons, 

respectively (Table 4).

Sensitivity analysis
Our main results were robust to variations in how we opera-

tionally defined “run-in period” and “industry trial” (see 

Supplementary materials).

Discussion
In a representative sample of randomized clinical trial 

publications, ~1 in 20 reported a run-in period, though in 

industry trials, the proportion was higher (1 in 10) than in 

non-industry trials (1 in 30). Trials with run-in periods were 

typically large industry trials with a placebo control group. 

A median of 16% of included patients were excluded during 

run-in periods of a median of 14 days. The run-in procedures 

differed in design and purpose, but in approximately nine of 

ten trial publications, the reporting on the run-in period was 

too incomplete for a meaningful assessment of its potential 

impact on the trial result.

Strengths and challenges
To our knowledge, this is the first study of the characteristics 

and reporting of run-in periods in a random sample of ran-

domized trials. It was based on contemporary trial publica-

tions indexed in PubMed, publications that a clinician may 

typically access.

Our sample size of 25 trials was chosen to provide an 

overview of the typical trials with a run-in period. A con-

siderably larger sample size would have been required for 

a comprehensive overview of possible subgroup character-

istics. Some clinical fields were not covered by our sample. 

For example, we screened ~30 psychiatry trials, but none of 

these reported a run-in period, even though run-in periods 

are often believed to occur frequently in psychiatry trials. A 

previous review has studied the impact of the placebo run-in 

Table 1 General characteristics of randomized clinical trials with and without run-in periodsa

Characteristic Trials reporting a 
run-in period (n=25)

Trials not reporting a 
run-in period (n=100)

P-value

Number of randomized patientsb 217 (133-502) 90 (46-354) 0.01*
Trial design

Parallel 21 (84%) 90 (90%) 0.31
Crossover 4 (16%) 7 (7%)
Split-body 0 (0%) 3 (3%)

Number of treatment arms 2 (2-3) 2 (2-2) 0.13
Control group comparatorsc

Active 15 (60%) 63 (63%) 0.82
Placebo 15 (60%) 18 (18%) <0.01*
Standard therapy 2 (8%) 20 (20%) 0.24
No treatment 1 (4%) 6 (6%) 1.00

Treatment classd

Pharmacological 17 (68%) 51 (51%) 0.18
Non-pharmacological 8 (32%) 49 (49%)

Clinical specialty
Medicine 19 (76%) 44 (44%) 0.02*
Surgery 3 (12%) 28 (28%)
Other 3 (12%) 28 (28%)

Language
English 25 (100%) 91 (91%) 0.67
Chinese 0 (0%) 6 (6%)
German 0 (0%) 1 (1%)
Russian 0 (0%) 2 (2%)

industry status
industry trials 16 (64%) 23 (23%) <0.01*
Not industry trials 9 (36%) 59 (59%)
Uncleare 0 (0%) 18 (18%)

Notes: aFor categorical data, absolute numbers are shown, as well as percentages in parentheses and P-values from Fisher’s two-sided exact test. For numerical data, medians 
are shown, as well as interquartile ranges in parentheses and P-values from the Mann–whitney U test. The P-value is followed by an asterisk when P<0.05. For the trials 
without a run-in period, we extracted data from a random sample of 100 trials out of the total 445 trials. bThe number of randomized patients was reported for 24 (96%) of 
the trials with a run-in period and 98 (98%) of the trials without a run-in period. cOne trial could have more control group comparators. dNon-pharmacological trials include 
trials having more treatment arms where at least one of them is non-pharmacological. eTrials were classified as unclear if no information was available on study designers, 
funding, sponsorship, support or similar.
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period on the efficacy of antidepressants. Sixty-seven of the 

141 trials included (48%) used a placebo run-in period.34 

Our sample size would also be too small for the detection of 

small or modest differences between trials with and without 

run-in periods. We did, however, detect a clear difference 

between trials with and without a run-in period with respect 

to industry status.

Our study addressed reporting in trial publications, and 

not the frequency of conducted but unreported run-in peri-

ods. Twelve of the 25 trials from our study were reported in 

multiple publications, and in 2 cases, we found examples of 

unreported run-in periods.

We have not investigated whether run-in periods are 

reported in more detail in other formats than trial publica-

tions, for example, protocols, trial registers, study reports 

or regulatory agency documents. We chose to focus on trial 

publications as this is by far the most accessible and accessed 

format for communicating trial findings.

Other similar studies
Two previous reviews have addressed run-in periods in trials 

of patients with chronic pain.35,36 The reviews analyzed ran-

domized clinical trials using “enriched enrollment”, a variant 

of the active run-in-period where patients were randomized 

if they tolerated and responded to active treatment. The first 

review described characteristics of the trials and enrichment, 

including discontinuation rate. In the eight included trials, 

the average discontinuation rate during the enrichment phase 

was 35% (compared to our median of 16%).35 The second 

review identified many of the same trials as the first one.36 

Our study sample did not include active run-in periods that 

may cause even more frequent patient exclusions due to 

harms and lack of response.

In our study, we were not able to obtain the characteristics 

of the excluded patients during the run-in period for any of 

the 25 trials. We are not aware of reviews of run-in trials that 

have compared excluded and randomized patients, but pub-

lications on single trials have been published. These indicate 

that the characteristics of excluded patients and randomized 

patients may be similar or quite different, depending on the 

study.37–41 It would be relevant for the clinician to inspect the 

characteristics closely in order to relate the trial population 

to their own patients.

We did not investigate the impact of run-in periods on 

post-randomization attrition rates, partly because attrition 

was reported poorly. However, in a previous review for 

depression, trials with run-in periods did not seem to lower 

the attrition rates.42

Table 3 Characteristics of the run-in period in the 25 trials 
reporting such a period

Characteristic Measurea

Patient flowb

Number of patients enrolled to run-in period 325 (190-495)
Number of patients excluded during run-in 
period

69 (9–149)

Percentage of patients excluded during run-in 
period

16% (5%–24%)

Duration of run-in period in daysc 14 (11–28)
intervention during the run-in period

Control (placebo) 7 (28%)
Control (active) 3 (12%)
Experimental intervention 0 (0%)
Other interventiond 5 (20%)
No intervention 9 (36%)
Uncleare 1 (4%)

Main purposes of the run-in periodf

Extended screening, symptom stability 7 (28%)
Baseline data collection 5 (20%)
Compliance to data collection 3 (12%)
Exclusion of responders to non-active 
treatment

2 (8%)

Unclear 8 (32%)

Notes: aFor categorical data, absolute numbers are shown, as well as percentages 
in parentheses. For numerical data, medians are shown, as well as interquartile 
ranges in parentheses. bPatient flow numbers were reported for 13 out of 25 trials 
(52%). cRun-in period duration was reported for 24 out of 25 trials (96%). dFor 
example, inhaled corticosteroid in an asthma trial where this treatment was not 
an intervention arm during the randomized phase. fSome trials reported more than 
one rationale of the run-in period. Here, we present the purpose most prominently 
mentioned. For example, four additional trials had compliance to data collection or 
compliance to run-in intervention noted as a secondary purpose.

Table 4 Completeness of reporting on the run-in periodsa

Characteristic Number (percentage)

Overall level of reporting  
Complete reportingb 2 (8%)
incomplete reportingc 23 (92%)

Reports number of patients excluded 
during run-in period

 

Yes 13 (52%)
No 12 (48%)

Reports reasons for exclusion of patients  
Yes 7 (28%)
No 18 (72%)

Reports baseline characteristics for 
excluded patients

 

Yes 2 (8%)
No 22 (88%)
Uncleard 1 (4%)

Notes: aAbsolute numbers are shown, as well as percentages in parentheses. A trial 
run-in period was completely reported if the publication clearly described 1) the 
number of excluded patients, 2) reasons for exclusion and 3) baseline characteristics 
of the excluded patients. bTwo publications reported trials with run-in periods, but 
stated to have no exclusions during this phase. They were, therefore, deemed to 
be completely reported on all three criteria. cOne publication was a rationale and 
design paper reporting on a trial where patient recruitment and randomization was 
completed. The publication did not present information on the trial’s 2-week run-in 
period. we deemed reporting to be incomplete for all three criteria. dData were 
not presented, but excluded and randomized patients were stated to be similar.
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Reviews of interventions for depression, weight loss 

and chronic pain trials reported that run-in periods also did 

not seem not to alter the effect sizes.34,42–45 These empirical 

results are somewhat at odds with the theoretical reasoning 

behind using run-in periods. Possible explanations for the 

unexpected results could be unusual clinical settings, low 

run-in exclusion rates and low statistical power in the trials 

or in the reviews in question. Further adequately powered 

empirical review studies would be interesting.

Mechanisms and perspectives
Approximately 20,000 new randomized clinical trial publi-

cations are listed each year in PubMed, so we estimate that 

about 1,000 trial publications yearly report a run-in period 

(see Supplementary materials). The impact of such trials is 

larger than reflected solely by their number because they 

tend to be comparatively larger industry trials which inform 

decisions made by physicians and regulatory authorities more 

often than smaller non-industry trials.

From the perspective of trial logistics, a run-in period is used 

to make a trial more statistically efficient, that is, better at detect-

ing a presumed effect of an intervention. Assuming a moderately 

effective intervention, a trial with a run-in phase will need fewer 

patients to reach a statistically significant result, if 1) patient 

attrition is reduced, 2) non-adherence to experimental interven-

tion is reduced, 3) missed appointments and resulting lack of 

data is reduced and 4) fewer patients participate who respond 

well to placebo or poorly to the experimental interventions.

Similarly, a run-in phase will fit a trial with the restricted 

objective to evaluate the effect of an intervention under ideal 

conditions, that is, an “explanatory” or a “proof-of-concept” 

trial assessing “efficacy”, and not a “pragmatic” trial assess-

ing clinical “effectiveness” under conditions close to the 

expected standard clinical situation.46–48 Thus, a run-in period 

will tend to improve the sensitivity of the instrument used to 

detect a treatment effect in compliant patients under a non-

standard clinical situation.

However, from the perspective of users of information 

derived from clinical trials – patients, physicians, authors of 

systematic reviews and clinical guidelines, and policymakers 

– the most relevant information are the estimates of the treat-

ment effect sizes applicable to the clinically relevant patient 

population. A run-in period resulting in pre-randomization 

exclusion of patients may, if the exclusions are not clearly 

reported, generally not facilitate such information.

Some proponents argue that active run-in periods can 

actually imitate the clinical practice of closely monitoring 

patients when they start a new therapy,49 and that the relevant 

effect estimate is the one deriving from compliant patients 

experiencing minimal harms. However, this is a problem-

atic comparison for three reasons. First, the typical clinical 

monitoring of patients starting a new therapy is often fairly 

informal and will often differ considerably from the stricter 

monitoring in a clinical trial. Second, most clinicians cannot 

reliably predict or detect noncompliant patients.1 Third, the 

risk of harmful effects or anticipated intention-to-treat effect 

is relevant for those patients who start on the drug. In other 

words, if patients are excluded in a trial with a run-in period 

due to noncompliance, a clinician will have considerable 

difficulty in identifying and treating the patient group for 

whom a treatment effect has been shown. The problem with 

applicability also applies with regards to harms of the inter-

vention. In active or placebo run-in periods, the occurrence of 

harms may be difficult to interpret when no comparison arm is 

present, and the exclusion of patients who experience harms 

may underestimate their clinically relevant occurrence.45,50,51 

The more efficient a run-in phase is for excluding a specific 

category of patients, the less directly clinically applicable 

the trial result may tend to be.

A run-in period may also impact directly on the inter-

nal validity of a trial. Half of the patients in trials with an 

active or placebo run-in period change study intervention at 

randomization, either from placebo to experimental or vice 

versa. This enables them to directly compare experimental 

and control interventions and increases the risk of bias due 

to unblinding.52 In our sample, this problem was relevant in 

6 out of 25 trials (24%). Furthermore, selection of highly 

compliant patients who tolerate treatment well may result 

in a lower post-randomization attrition rate and lower loss 

of outcome data. This may inflate the estimated effect of 

assignment of treatment, the intention-to-treat effect.53 In 7 

of 25 trials (12%) in our sample, patient compliance was one 

of the purposes of the run-in design.

A run-in period may thus impact on both the external 

and internal validity of a trial. Furthermore, the run-in 

period may be considered as an example of “bias by 

design”. Bias is usually understood as synonymous with 

internal validity, but “bias by design” is a broader concept 

incorporating aspects of external validity, and refers to 

design features which increase the chance of detecting an 

effect at the cost of clinical applicability. Other potential 

examples of bias by design are selection of an inadequate 

comparator,54–57 short trial duration,54,57,58 selection of 

clinically irrelevant outcome measures54,59 and narrow 

inclusion criteria.54,60,61 Bias by design has been suggested 

as one possible mechanism for why industry trials tend to 
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have more favorable conclusions and outcomes than non-

industry trials.62

Disagreement may exist as to if and when a run-in period 

affects external and internal validity. However, the proper 

assessment of the impact of a run-in period on both internal 

and external validity of a trial relies substantially on adequate 

reporting. We document that reporting of run-in periods in 

trial publications is generally inadequate, in line with similar 

findings for randomization, blinding and attrition.63–66

implications
Ideally, a reader of a trial publication wants to be able to apply 

a reliable trial result to an identifiable group of patients. Thus, 

it is important that the exclusion process in a run-in period 

is transparent and that any excluded patients are described 

in sufficient detail. At present, this is far from the case in the 

vast majority of trials.

One suggestion for improvement is to include report-

ing of run-in periods in the next revision of the CONSORT 

(Consolidated Standards of Reporting Trials) statement. The 

present version CONSORT 2010 on the reporting of trial 

publications does not offer advice on how to report the use of 

run-in periods.67,68 We suggest that trials with a run-in period 

could report this in an adjusted CONSORT flow diagram (eg, 

interposed between screening and randomization in the cur-

rent CONSORT flow diagram) and include information on 

the number of excluded patients and reasons for exclusions. 

We also suggest that trial publications report the baseline 

characteristics of excluded patients (eg, in a table).

The SPIRIT (Standard Protocol Items: Recommendations 

for Interventional Trials) 2013 statement on reporting trial 

protocols briefly states that a protocol should report run-in 

periods when describing intervention dosing schedules and 

in the participant timeline.69,70 One option is to expand that 

section for the revised version of the statement.

While awaiting reporting guideline updates and improved 

reporting of run-in periods in trial publications, we suggest 

that results from trials with run-in periods are always inter-

preted cautiously with respect to external validity and, in 

many cases, also with respect to internal validity.

Conclusion
The frequency of randomized clinical trials with run-in 

periods was, on average, ~5%, but three times as frequent in 

industry trials as compared to non-industry trials. The run-in 

procedures differed in design and purpose, but a median of 

16% of the included patients were excluded during the run-in 

periods of a median of 14 days. In approximately nine out of 

ten trial publications, the reporting on the run-in period was 

too incomplete for a meaningful assessment of its potential 

impact on the trial results. We suggest that updates of report-

ing guidelines for randomized trials address run-in periods. 

We propose the minimum information needed for complete 

reporting, and we recommend that results from trials with 

run-in periods are interpreted cautiously with respect to both 

internal and external validity.
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Supplementary materials

Sensitivity analyses
Methods
To study how sensitive our results were to our definition of a 

run-in period, we evaluated the consequences of a narrower 

and a broader definition. In comparison with the original 

definition, the narrower definition only consisted of the 

main criterion and not the secondary criterion. The broader 

definition added the terms “washout” to the main and the 

secondary criterion and “screening” to the main criterion. It 

also included trials with unclear reporting of the formal time 

of enrollment, for example, a trial where patients completed 

a “2-week run-in period to confirm they met the criteria 

before enrollment”.

To study how sensitive our results were to our definition 

of “industry trial”, we defined a broader definition (but not 

a narrower definition as we did not consider that meaning-

ful). This definition included trials that reported any support, 

financial or otherwise, from a commercial company (eg, a 

company provided the study drug free of charge). To study 

the impact of trials with unclearly reported industry status, 

we also performed a sensitivity analysis where half of the 

unclear trials were categorized as industry trials and the other 

half as not industry trials. Finally, we also presented industry 

status for the subgroup of pharmacological trials separately.

We also studied how robust our calculation of the 

frequency of run-in trials among industry trials and non-

industry trials was to variation. We calculated the 95% CI of 

the proportion of industry trials among our sample of trials 

without run-in periods. Then, we performed the calculations 

with these upper and lower bounds.

Results
Our finding of incomplete reporting of run-in periods, 

and our estimation of proportion of trials reporting run-in 

periods, was robust to variations in how we operationally 

defined “run-in period”. Nine out of the original 25 trials 

complied with a narrower definition of the term and 11 

additional trials would have been included had we adopted 

a broader definition. So, our estimation of proportion of 

trials with run-in periods varied from 9 out of 470 (2%) 

to 36 out of 470 (8%). The two trials without participant 

exclusions (ie, with complete reporting) during the run-in 

period were not among the nine publications complying 

with the narrower definition, nor did any of the additional 

eleven trials complying with the broader definition present 

any of the three aspects required for complete reporting. 

Therefore, in all relevant scenarios, reporting of run-in 

periods remained clearly incomplete.

Our assessment of industry involvement of the design of 

the trial was also robust to unclear categorization in 18 of 100 

trials with no run-in period and to our operational definition 

of industry trial. In the subgroup of trials with pharmacologi-

cal interventions, industry trials were even more drastically 

overrepresented (94% vs 39% in trials with and without 

run-in periods, respectively; see Table S1).

The proportion of industry trials among trials without a 

run-in period was 28% (23 out of 82, 95% CI =19%–39%). 

Performing our calculations with the upper bound would 

reveal that 8.4% of the industry trials and 3.2% of the non-

industry trials used a run-in period (using the lower bound: 

16.0% and 2.4%, respectively). Therefore, at the least, run-in 

trials seemed to occur 2.6 times as often in industry trials as 

in non-industry trials.

Table S1 industry status in trials with and without run-in periodsa

Type of analysis Trials reporting a 
run-in period (n=25)

Trials not reporting a 
run-in period (n=100)

P-value

Main analysis
industry trials 16 (64%) 23 (23%) <0.01*
Not industry trials 9 (36%) 59 (59%)
Unclear 0 (0%) 18 (18%)

Sensitivity analysis, broader definition
industry trials 22 (88%) 41 (41%) <0.01*
Not industry trials 3 (12%) 38 (38%)
Unclear 0 (0%) 21 (21%)

Subgroup analysis, pharmacological trials
industry trials 16 (94%) 18 (35%) <0.01*
Not industry trials 1 (6%) 28 (55%)
Unclear 0 (0%) 5 (10%)

Notes: aAbsolute numbers are shown, as well as percentages in parentheses and P-values from Fisher’s two-sided exact test. The P-value is followed by an asterisk when 
P<0.05.  For the trials without a run-in period, we extracted data from a random sample of 100 trials out of the total 445 trials. Trials were classified as unclear in the main 
analysis if no information was available on study designers, funding, sponsorship, support or similar. In a sensitivity analysis, we reclassified half of the trials with unclear 
industry status as industry trials and the other half as not industry trials. In that analysis, the difference between the two groups remained significant (P<0.01). with the 
broader definition, trials were classified as industry trials if they received any support, financial or otherwise, from a commercial company.
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Number of randomized clinical 
trials in PubMed per year
On November 23, 2018, we performed a search in PubMed 

for randomized clinical trials in the years 2013–2017 

using the search string: “(Randomized Controlled 

Trial[ptyp]) AND (“2013/01/01”[Date - Publication] : 

“2017/12/31”[Date - Publication])”. This yielded 122,408 

hits, or an average of 24,482 trial publications per year. A 

conservative number that excluded, for example, misclas-

sifications and duplicates could then be 20,000. In our 

study sample, the proportion of publications reporting on 

trials with a run-in period was ~5%, yielding around 1,000 

publications per year.
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