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Abstract: Artificial intelligence (AI) is a sort of new technical science which can simulate, 
extend and expand human intelligence by developing theories, methods and application 
systems. In the last five years, the application of AI in medical research has become a hot 
topic in modern science and technology. Gynecological malignant tumors involves a wide 
range of knowledge, and AI can play an important part in these aspects, such as medical 
image recognition, auxiliary diagnosis, drug research and development, treatment scheme 
formulation and other fields. The purpose of this paper is to describe the progress of AI in 
gynecological malignant tumors and discuss some problems in its application. It is believed 
that AI improves the efficiency of diagnosis, reduces the burden of clinicians, and improves 
the effect of treatment and prognosis. AI will play an irreplaceable role in the field of 
gynecological malignant oncology and will promote the development of medicine and 
further promote the transformation from traditional medicine to precision medicine and 
preventive medicine. However, there are also some problems in the application of AI in 
gynecologic malignant tumors. For example, AI, inseparable from human participation, still 
needs to be more “humanized”, and needs to further protect patients’ privacy and health, 
improve legal and insurance protection, and further improve according to local ethnic 
conditions and national conditions. However, it is believed that with the continuous devel-
opment of AI, especially ensemble classifier, and deep learning will have a profound 
influence on the future of medical technology, which is a powerful driving force for future 
medical innovation and reform. 
Keywords: artificial intelligence, gynecological malignant tumor, diagnosis, treatment, 
prognosis

With the rapid development of human society, cancer-related knowledge is also 
growing exponentially, which has caused a knowledge gap for practicing 
oncologists.1 With the increasing understanding of each patient, more and more 
information needs to be absorbed from literature in providing evidence-based 
cancer treatment. Researchers have shown that due to the heavy clinical tasks and 
limited time for clinicians to acquire professional knowledge, it is difficult to invest 
a lot of energy in timely access to the latest literature, which is more obvious in 
relatively backward countries and regions. This contributes to the relative delay of 
information absorption, leading to a gradually widening gap between what results 
the academic research centers really achieved and what is practiced in fact.2 

However, compared with doctors in other clinical disciplines, clinical oncologists 
urgently need to acquire evidence-based medicine knowledge in time to support 
patient's personalized treatment plans. Consequently, clinicians need some new 
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types of tools to bridge this knowledge gap, analyze his-
torical data, predict future results and determine the best 
treatment plan in the current situation.3 In this way, clin-
icians can support and adopt new prediction, diagnosis and 
treatment methods in an evidence-based manner, and pro-
vide actionable insights for improving the delivery of 
health care4 so that more people can benefit from social 
investment in research and development.5 At this moment, 
with the academic circles announcing new breakthroughs 
and technologies at a breakneck pace, artificial intelligence 
(AI) naturally appears in the consciousness of medical 
personnel and the public. At the same time, AI, which is 
currently believed to fully revolutionize many aspects of 
current clinical practice in the foreseeable future, will play 
an important role in the fields of oncology such as medical 
image recognition, auxiliary diagnosis, drug research and 
development, treatment plan formulation, etc.

The Background of AI in the 
Application of Medical and 
Gynecological Malignant Tumors
AI first appeared in the early 1950s. In October 2016, the 
National Academy of Science, Engineering and Medicine 
held a meeting to discuss the impact of the fourth indus-
trial revolution on manufacturing, society and economy.6 

Experts unanimously recognized that an area of great 
influence on manufacturing industry is AI, which refers 
to the creation of intelligent machines with functions and 
reactions similar to human beings.7 The goal of AI is to 
replicate the human mind, that is to say, it can perform 
tasks such as identification, interpretation, reasoning, and 
transformation, with the acuteness and influence typically 
attributed to human beings. It seems that the human mind 
tends to reach its limits. Aimed at enhancing human’s 
abilities, Machine intelligence (MI, also called augmen-
ted intelligence) is a more concerned area of AI. It is 
good at the areas that human beings are not good at, such 
as absorbing a large amount of qualitative information 
that can recognize the patterns of relevant information.8 

The most famous example of AI is that it has defeated 
human experts in knowledge and strategy games, such as 
Alpha Go, which it has learned from its own competition 
and defeated the world’s strongest Go player.9,10 

Although it is only a primary AI, the success of Alpha 
Go has made human beings aware of the possibility that 
computer technology can rival or even surpass human 
beings.

Medical personnel also realized the importance of AI 
and gradually applied it to the medical field. Therefore, AI 
has been closely related to medicine from the moment of 
its birth. In the field of medicine, the goal of AI is to make 
the behavior of machines look like the intelligent behavior 
of medical personnel. However, with the rapid develop-
ment of AI, early AI such as the automatic interpretation 
of electrocardiogram, which appeared in the 1970s, now 
most people will be surprised to hear that it was once 
described as AI. Recent examples of the application of 
AI to medicine are also numerous. In 2015, Atomwise’s 
progress in finding a cure for Ebola was remarkable. They 
used AI to find two predictive drugs that could be used to 
fight Ebola. The whole process took only a week and cost 
less than $1000. In the application of intelligent diagnosis 
and treatment, IBM Watson is currently the most mature 
case. Da Vinci Surgical System, a well-known example of 
robotic-assisted surgical system, has also developed to the 
fourth generation.

Just because medicine has always been regarded as one 
of the most promising application fields of AI, both shallow 
learning (SL) and recent deep learning (DL) are widely 
integrated into medicine. It is worth noting that, unlike SL 
based on shallow structure algorithm, DL is an algorithm 
that attempts to abstract data at a high level by using multi-
ple processing layers including complex structures or multi-
ple nonlinear transformations. In the past decades, more and 
more scholars have used advanced classification technology 
to predict various diseases. At the same time, implementa-
tion of models incorporating AI, such as classification 
regression trees (CARTs),11 have been applied to cancer 
prediction in many fields. At present, the most successful 
domain of medical AI applications is automatic medical 
image diagnosis. Many medical specialties, including radi-
ology, pathology and so on, which are closely related to 
tumor patients, rely on image-based diagnosis, so they are 
very suitable for DL technology and have made great pro-
gress in clinical application, especially in tumor patients. DL 
and Radiomics are creating a paradigm shift in radiology 
and precision medicine by developing a new area of 
research to be used for precision medicine.12 For example, 
AI can be useful in the detection of lung nodules from CT 
images,13–15 prediction of complete response after neoadju-
vant chemoradiation for locally advanced rectal cancer,16 

prediction of the response to individual induction che-
motherapy in advanced nasopharyngeal carcinoma,17 as 
well as the detection of cell mitosis,18 and lymph node 
metastasis19 in breast cancer from pathological images, 
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etc. In recent years, with the further penetration of AI into 
the field of medical treatment, gynecologic oncologists are 
unwilling to lag behind. So the ongoing research of AI 
methods has strengthened and supplemented many aspects 
of gynecological tumors, such as diagnosis, treatment plan-
ning, and prognosis of patients (see Figure 1). This paper 
will briefly introduce the latest progress and problems of AI 
in the field of gynecological malignant tumors, and discuss 
whether AI can optimize the diagnosis and treatment of 
gynecological malignant tumors.

The Value of AI in the Diagnosis of 
Gynecological Malignant Tumors 
and Precancerous Lesions
Medical Imaging Diagnosis
Ultrasound Imaging
Nowadays, one of the most challenging problems that med-
ical staffs often meet in gynecologic practice is the differen-
tial diagnosis of benign and malignant adnexal masses in 
ultrasound images. Transvaginal ultrasound is a very useful 
way to identify differential diagnosis and it is thought to be 

the first-line imaging technology. However, it is highly 
dependent on the examiner’s experience; that is to say, 
a major defect with this technology is its diagnostic perfor-
mance which mainly based on the subjective impression of 
diagnostic medical sonographers. In order to improve the 
diagnostic accuracy of ultrasound examination, it is necessary 
to develop a computer-aided design (CAD) technology for 
ultrasound images. In the study of Aramendía-Vidaurreta 
et al20 a new technology for automatic identification of 
adnexal masses based on a neural network (NN) method 
was tested. They firstly calculated seven different types of 
features (local binary pattern, entropy, law texture energy, 
invariant motion, gray level co-occurrence matrix, Gabor 
wavelet and fractal dimension) from ultrasound images of 
the ovary, extracted several parameters from these features 
and collected them together with the age of gynecological 
patients. Images of 39 malignant and 106 benign, obtained 
from patients with ovarian tumor, were used to verify the 
proposed technology, which corresponded to the probability 
of its occurrence in the general population. By using this 
CAD technology, which based on a NN, they found the 
accuracy of automatic identification of malignant adnexal 

Figure 1 Schematic diagram of application of artificial intelligence in gynecological malignant tumors.
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masses was 98.78%, the sensitivity was 98.50%, the specifi-
city was 98.90%, and the area under the receiver operating 
characteristic curve (AUC) reached 0.997. Therefore, it is 
believed that the performance of DL is obviously better than 
that of less experienced examiners and SL such as support 
vector machine (SVM), which can overcome the limitations 
of available approaches. The highlight of this study lies in 
considering a wide range of texture features and making use 
of advantages that NNs can generalize. In primary health 
care, due to the lack of input from specialist, algorithms are 
crucial for proper patient guidance, as is the early screening 
of endometrial cancer. In the study by Pergialiotis et al,21 

three different methods including logistic regression, artificial 
neural networks (ANNs) and CARTs were used to compare 
diagnostic accuracy of endometrial carcinoma in postmeno-
pausal women presenting with endometrial thickness of 
5 mm or abnormal vaginal bleeding. The diagnostic accuracy 
of three methods was determined by ultrasonography com-
bined with the final pathological results. The study found that 
the sensitivity of the ANN model (86.79%) was much higher 
than that of CARTs (78.3%) and logistic regression model 
(76.4%) (p<0.05 in both comparisons). The specificity of 
ANN model (83.33%) was higher than CARTs (76.4%) and 
logistic regression model (66.7%) (in the logistic regression 
model, p<0.05) (see Table 1). In terms of total accuracy, the 
total accuracy of ANN (85.39%) was higher (in the logistic 
regression model, p<0.05). As a result, the performance of 
DL (ANN) is obviously better than SL (CART) and logistic 
regression. Therefore, AI, especially DL with particularly 
high sensitivity and specificity, is a powerful and useful 

mathematical tool, which can be used in primary health 
care and considerably promote public health.

Magnetic Resonance Imaging (MRI)
In the treatment of endometrial cancer, histological grade, 
International Federation of Gynecology and Obstetrics 
(FIGO) staging, lymphovascular space invasion (LVSI) 
and deep myometrial invasion (DMI) are important prog-
nostic factors, which can be used for risk stratification. 
However, most of these prognostic factors only can be 
evaluated in operative specimens obtained during compre-
hensive staging. As a result, a comprehensive noninvasive 
diagnostic method for preoperative risk stratification is 
needed in clinical practice, which can predict tumor staging 
and invasion. A study by Ueno et al22 included 137 women 
with endometrial cancer with a maximum diameter of more 
than 1 cm who underwent 1.5-T MRI before hysterectomy. 
Texture analysis was performed using commercial research 
software and the surrounding region of interest was manu-
ally delineated. The results show that texture analysis and 
radio-frequency modeling based on MRI can accurately 
diagnose the presence of DMI, LVSI, and high-level tumors, 
and the diagnostic accuracy is equivalent to that of the most 
experienced radiologists. It shows that texture features 
based on MRI can be used for computer-aided diagnosis, 
and MRI combined with AI can distinguish clinical- 
pathologic prognosticators before treatment thus providing 
enough clinical benefit for patients with endometrial cancer. 
Dong et al23 recently verified the accuracy of using DL with 
a convolutional neural network (CNN) approach to detect 
depth of myometrial invasion of endometrial cancer in 
MRIs. No significant difference in diagnostic accuracy was 
found between radiologists (accuracy rate: 77.8%) and AI 
for both T1w (79.2%) and T2w (70.8%). It is believed that 
AI has the potential to assist radiologists or serve as 
a reasonable alternative for preoperative evaluation of myo-
metrial invasion depth of stage I endometrial carcinoma. 
However, this study also pointed out that AI is more likely 
to provide the wrong interpretations in patients with coex-
isting benign leiomyomas or polypoid tumors. Malek et al24 

submitted detailed opinions on a semi-automatic computer- 
aided analysis framework based on perfusion weighted 
magnetic resonance imaging (PWI) in a study to distinguish 
uterine sarcoma from leiomyomas. In the framework, radi-
ologists drew the regions of interest (ROI) on myometrium, 
psoas muscle and tumor regions, and then extracted seven 
parameters from each ROI to characterize contrast agent 
dynamics. Subsequently, the information was input into 

Table 1 Performance Indices of the Three Applied Classification 
Models for Diagnosis of Endometrial Carcinoma

Performance 
Indices

CART Logistic 
Regression

Feed-forward 
ANN

Sensitivity 78.3% 76.4% 86.8%
Specificity 76.4% 66.7% 83.3%

PPV 83.0% 77.1% 88.5%

NPV 70.5% 65.8% 81.1%
FPR 23.6% 33.3% 16.7%

FNR 21.7% 23.6% 13.2%

OA 77.5% 72.5% 85.4%
Odds ratio 3.3 6.5 32.9

Note: Reprinted from Public Health, 164, Pergialiotis V, Pouliakis A, Parthenis C, et al. The 
utility of artificial neural networks and classification and regression trees for the predic-
tion of endometrial cancer in postmenopausal women, 1–6, Copyright (2018), with 
permission from Elsevier.21 

Abbreviations: ANN, artificial neural network; CART, classification and regres-
sion tree; FNR, false negative rate; FPR, false positive rate; NPV, negative prediction 
value; OA, overall accuracy; PPV, positive prediction value.
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a decision tree (DT) ensemble classifier, which classified 
lesions into benign uterine leiomyoma or malignant uterine 
sarcoma. The classifier achieved 100% sensitivity and 90% 
specificity at its optimal operating point. These preliminary 
results indicate that the proposed way to obtain a promising 
discriminative power can be used together with conven-
tional MRI sequences to distinguish sarcomas from 
myomas.

Spectroscopy Imaging
As a preinvasive lesion, cervical intraepithelial neoplasia 
(CIN) can be detected by a screening program to obtain an 
appropriate treatment. The automatic detection and segmen-
tation of abnormal areas in cervical image play a vital role in 
the diagnosis of cervical lesions. Xue et al25 developed 
a diffuse reflectance spectrum detection and analysis system 
based on LabWindows development software and MariaDB 
database, which can collect spectrum data and save it to the 
database. The ANN model based on a spectral database was 
established to distinguish cervical tissue from normal tissue. 
The nude mouse tumor model test and the human volunteer 
test have been carried out. The results showed that the 
hemoglobin content in unit tissue increased during cell pro-
liferation, so the absorption coefficient of light increased. 
Therefore, with the aggravation of preinvasive lesion, the 
spectral peak value changes obviously in the wavelength 
range of 500~600 nm. It is proved that the system can 
distinguish CIN from normal cervical and can be applied 
to screening preinvasive cervical lesions. So far, cervical 
carcinoma is still the main reason of cancer-related deaths 
in women around the world. Elayaraja and Suganathi26 

proposed a theory for screening the cervical carcinoma 
using cervigram image. Oriented local histogram technique 
(OLHT) was put into use in the image of cervix to enhance 
the edge, and then dual tree-complex wavelet transform 
(DT-CWT) was put into use in the enhanced image to obtain 
the multi-resolution image. The preprocessed image is then 
used to extract features such as wavelet features, gray level 
co-occurrence matrix (GLCM) features, moment invariant 

features and local binary pattern (LBP) features. In order to 
classify a given cervical image as benign or malignant, these 
extracted features are repeatedly trained and then tested by 
a feed-forward back propagation neural network (FFBPNN) 
so that abnormal cervical images could be detected and 
tumor regions could be segmented by morphological opera-
tion. The study also analyzed the performance of this cervi-
cal carcinoma detection system. The results showed that the 
performance index of the proposed detection system can 
achieve the sensitivity up to 97.42%, specificity up to 
99.36%, accuracy up to 98.29%, positive predictive value 
(PPV) of 97.28%, negative predictive value (NPV) of 
92.17%, likelihood ratio positive (LRP) of 141.71, likeli-
hood ratio negative (LRN) of 0.0936, precision of 97.38%, 
false positive rate (FPR) of 96.72% and false negative rate 
(FNR) of 91.36%. The study also pointed out that SL has its 
limitations, such as being only applicable to high-resolution 
cervical images, detecting only the external boundary 
regions of cancer regions, and the sensitivity and accuracy 
rate for further cervical cancer diagnosis are not optimal. 
Therefore, the results of DL (NN) for cervical cancer detec-
tion and classification are better than SL (SVM) (see 
Table 2).

Jaya and Kumar27 proposed another cervical cancer 
detection and segmentation methodology based on an adap-
tive neuro fuzzy inference system (ANFIS) classifier. They 
made use of the advantages of ANFIS, which combines the 
learning mechanism of NNs and the cognitive linguistic 
ability of fuzzy systems, to make up for their respective 
deficiencies. For noncancerous and cancerous cervical 
images, the proposed system achieved classification accu-
racy of 97.14% and 100%, respectively. This proposed 
methodology for cervical image classification achieved 
98.57% of the total classification accuracy. The performance 
analysis of the proposed cervical cancer detection and seg-
mentation system showed that its sensitivity was 97.42%, 
specificity was 99.36%, and segmentation accuracy was 
99.36%. Therefore, the simulation on these cervical image 
data sets shows that the new method is superior to the 

Table 2 Performance Indices of the Three Methodologies for Diagnosis of Cervical Cancer

Methodology Author Year Sensitivity (%) Specificity (%) Accuracy (%)

NN Elayaraja and Suganthi26 2018 97.42 99.36 98.29

SVM Chen and Zhang32 2019 83.21 94.79 –

QSL Bergmeir et al33 2012 75 76 75.5

Note: Reproduced from Elayaraja P, Suganthi M. Automatic approach for cervical cancer detection and segmentation using neural network classifier. Asian Pac J Cancer Prev. 2018;19 
(12):3571–3580.(http://journal.waocp.org/journal/about). Creative Commons license and disclaimer available from:(http://creativecommons.org/licenses/by/4.0/legalcode).26 

Abbreviations: NN, neural network; SVM, support vector machine; QSL, quasi supervised learning.
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traditional cervical cancer detection and segmentation meth-
ods and has higher performance in clinical practice.

Pathological Diagnosis
Pap Smear
At present, the methods of screening cervical cancer (ie, Pap 
smear and liquid based cytology) are time-consuming and 
depend on the skill of the cell pathologist, which is quite 
subjective. Therefore, many researchers focus on the devel-
opment of intelligent computer vision system to help clin-
icians overcome these problems, so as to produce more 
accurate results. Based on the morphological characteristics 
of cervical cancer cells, Bora et al28 classified Pap smear 
images in their research by using the integrated classifier 
which was designed with three popular individual classifiers: 
SVM, neural network multilayer perceptron (MLP) and ran-
dom forest classifier (RF). Then the generated database was 
used for three-level classification, and the three characteris-
tics of shape, texture and color were correctly analyzed, thus 
the accuracy of smear level reached 98.11%, the accuracy of 
cell level reached 98.38%, respectively. However, the accu-
racy rate was 96.51% (Grade 2) and 91.71% (Grade 3) using 
the Herlev Pap smear database. Therefore, all features are 
proved that it is very important for the classification of Pap 

smear samples, and a single feature cannot provide high 
accuracy in the classification process. The study also found 
that the performance of the ensemble classifier is the best, 
and the performance of MLP and SVM are similar, both of 
which are better than RF (see Figure 2).

Liquid Based Cytology
Zhang et al29 proposed a cervical cell classification 
method based on CNN, which is different from previous 
methods, which depend on cytoplasm/nucleus segmenta-
tion and manual features. This technology can automati-
cally extract image patches coarsely centered on the 
nucleus as network input, which means that it can extract 
deep features embedded in cell image blocks for classifi-
cation. It was found that this method yielded the highest 
performance not only on the Herlev Pap smear, but also on 
the H&E staining manual liquid-based cytology 
(HEMLBC) liquid-based cytology datasets. CNN’s perfor-
mance was better than that of LBP, SVM and even ANN, 
etc. Therefore, it is expected that this type of cervical cell 
classification system with segmentation-free and high 
accuracy will be developed into an automatic assisted 
reading system for primary cervical screening. In order 
to facilitate the diagnosis of cervical intraepithelial neo-
plasia of different grades, Sheikhzadeh et al30 developed 

Figure 2 Output of different classifiers for Pap smear level classification. 
Note: Reprinted from Comput Methods Programs Biomed, 138, Bora K, Chowdhury M, Mahanta LB, et al, Automated classification of Pap smear images to detect cervical 
dysplasia, 31–47, Copyright (2017), with permission from Elsevier.28 

Abbreviations: MLP, multilayer perceptron; RF, random forest classifier; LSSVM, least square support vector machine.
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a DL network called Whole Image (WI)-Net to judge 
molecular biomarkers of immunohistochemistry images. 
The testing results showed that the automatic labeling 
method of WI-Net was comparable to that of manual 
labeling by professional cell technicians (positive p16, 
positive Ki-67, positive p16 and Ki-67, negative p16 and 
Ki-67) (the average F value was 0.96). The advantage of 
this method is that it does not need to find and quantify the 
complex characteristics of cells expressing specific bio-
markers. Therefore, this method may be far more repro-
ducible than those that rely on the extraction of predefined 
or handmade nuclear or cell appearance features. It also 
offers an accurate evaluation of epithelial cell proliferation 
characteristics, which helps to describe the classification of 
diseases (distinguish CIN 1, CIN 2, CIN 3 form normal 
cervical epithelial cells). More importantly, this method 
based on fully convolutional network (FCN) can be easily 
applied to diverse ways of tissue types and different stain-
ing combinations, as well as other research questions in 
modern pathology.

Kyrgiou et al31 developed a clinical decision support 
scoring system (DSSS) based on an ANN of MLP for 
personalized management of women with cervical 
abnormalities, and the date was used from 2267 women’s 
HPV biomarkers (E6, E7, p16INK4a) and cytology results. 
Detailed patient characteristics and colposcopy results 
were also collected, and a series of biomarkers were per-
formed using liquid-based cytology samples. Compared to 
cytology with or without HPV, the sensitivity and specifi-
city of this novel ANN for predicting CIN 2 or worse were 
93% and 99.2%, respectively. The results show that the 
clinical DSSS based on MLP can accurately predict the 
histological status of women who participate in cytological 
screening, which also means that it can optimize the per-
sonalized management of women who have abnormalities 
at cervical screening. The study also pointed out that the 
total accuracy rate of MLP is higher than that of conven-
tional cytological examination, which can correctly clas-
sify this cervical disease.

Other Cytology
In recent experiments, cell light scattering analysis was 
used for unlabeled cell analysis, while a directional gradi-
ent histogram (HOG) algorithm was used to extract the 
anisotropic features of two-dimensional light scattering 
patterns. In order to collect a certain amount of light 
scattering patterns of epithelial ovarian cancer cells and 
normal epithelial ovarian cells for HOG processing, Chen 

and Zhang32 designed a single cell light scattering pattern 
collection platform for ovarian cancer. They performed 
five independent 10-fold cross-validation processes by 
SVM algorithm to verify whether the classification results 
were more reliable. The verification results showed that 
the accuracy was over 90.20%, the maximum accuracy 
reached 91.55%, while the average value was 90.81%; 
the highest sensitivity was 95.95%, the average accuracy 
was 94.05%, and the average specificity was 87.57%. This 
research shows that the characteristics of HOG could 
specifically identify ovarian cancer cells and the normal 
ovarian cells. This light scattering pattern can be applied 
as a marker-free way to distinguish two kinds of cells, and 
the two-dimensional light scattering technology is 
expected to obtain high accuracy in the clinical identifica-
tion of ovarian cancer cells.

Serological Diagnosis
Serological diagnosis has always been a common method 
for malignant tumor patients, especially for ovarian cancer 
(OC) patients. Kawakami et al34 have established 
a specific predictive framework for pretreatment estima-
tion of histotypes, clinical stage, residual tumor burden 
and prognosis of epithelial ovarian cancer (EOC) patients 
using machine learning algorithms based on multiple bio-
markers and clinical variables. They randomly assigned 
334 patients with EOC and 101 patients with benign 
ovarian tumor into training group and testing group. 
Seven supervised machine learning classifiers, including 
RF, SVM, conditional random forest (CRF), gradient 
boosting machine (GBM), naïve Bayes algorithm (NB), 
elastic network (EN) and NN, were used to obtain diag-
nosis and prognostic information from 32 parameters com-
monly used in pretreatment peripheral blood test. The 
results showed that machine learning technology had an 
advantage over traditional regression-based analysis in 
predicting multiple clinical parameters of EOC. When 
they combine the integration method of weak decision 
trees (such as GBM, RF, and CRF), this new system 
showed the best performance in receiver operating char-
acteristic (ROC) curve prediction for segregating EOC 
from benign ovarian tumors, the accuracy and the AUC 
with RF were 92.4% and 0.968, respectively. The highest 
accuracy and AUC with RF in predicting clinical staging 
were 69.0% and 0.760 respectively. Moreover, RF could 
predict the histotypes of high-grade serous and mucinous 
EOC before operation. More importantly, unsupervised 
cluster analysis identified the subgroups with significantly 
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worse survival in patients with early-stage EOC. It sug-
gests that the machine learning system, especially inte-
grated classifiers, can provide critical diagnosis and 
prognosis prediction for patients with EOC before initial 
intervention, and the use of predictive algorithm can pro-
mote personalized treatment selection and avoid “one-size 
fits all” treatment approach through pretreatment stratifica-
tion of patients. The study also pointed out that in order to 
further improve the accuracy of prediction, AI should be 
used in future studies to determine the prediction charac-
teristics of preoperative blood value time series.

Application of AI in Gynecologic 
Malignant Tumor Treatment
Drug Research and Development
With the individual differences of malignant tumor 
patients and the emergence of multidrug resistance, many 
patients with gynecological cancer have poor drug sensi-
tivity resulting in unsatisfactory clinical treatment results. 
In the process of drug research and development, AI is 
also playing an increasingly important role to meet this 
challenge. Sherin et al.35 used modeling and AI to map the 
anticancer effect of synthetic gallic acid analogs in a wide 
scope of concentrations and exposure times, explore the 
basic mechanism of drug action, and carefully infer the 
heterogeneity of drug response. They first synthesized 
esters and amides, which were two series of gallic acid 
derivatives. Then they characterized the new compounds 
by spectral data, such as mass spectrometry (MS), Fourier 
transform infrared spectroscopy (FTIR) and nuclear mag-
netic resonance (NMR). The anticancer activity of these 
compounds was tested in vitro by A2780 cell line (a wild- 
type human ovarian cancer cell). In order to characterize 
completely optimal anticancer activities, a new method, 
a comprehensive model containing Hill function, was put 
into use to quantitatively evaluate the in vitro anticancer 
effects of the test compound. They also used SVM com-
bined with pharmacodynamic modeling paradigm not only 
to identify the test compounds that trail forecasting algo-
rithm by analyzing the data collected at different temporal 
values, but also to verify the anticancer efficiency of the 
compounds. The results showed that all the tested com-
pounds were biocompatible, and had strong anticancer 
activity against ovarian cancer cells A2780. According to 
the concentration for 50% of maximal effect (EC50) value, 
compounds 7b, 7c, 7g, 7h, 7m, 9c, and 9b were identified 
as the most effective anticancer agent against A2780 cell 

line. At the same time, a pharmacodynamic model of the 
anticancer potential of synthetic compounds was estab-
lished, and it was found that the therapeutic effect could 
be optimized by adjusting the drug efficacy and response 
heterogeneity through changing the exposure time. 
Combining the experimental results of anticancer activity 
with the prediction of drug action based on AI, compounds 
7b, 7g, and 9b can be used as a promising nature mediated 
anticancer medicine precursors and can be recommended 
for in vivo research, and the results of these compounds 
may provide theoretical basis for preclinical studies of 
their anticancer effects. Therefore, it is believed that this 
method may effectively infer the in vitro results of lead 
compounds produced both in vivo and preclinical research.

Chemotherapy
Nowadays, chemotherapy is still the most effective main-
tenance therapy for all kinds of cancers, although it has 
many shortcomings such as drug resistance and serious 
side effects. Recently, many clinical studies have shown 
that short-term application of antitumor angiogenesis 
drugs and chemotherapy drugs can achieve ideal therapeu-
tic effects. After long-term use, it will lead to necrosis of 
blood vessels in the central area of the tumor, resulting in 
hypoxia and acidic microenvironment in the tumor, so as 
to reduce the sensitivity of solid tumor cells to chemother-
apy drugs and lead to drug resistance, and patients will 
relapse. In order to solve such problems, Li et al36 have 
constructed an autonomous DNA robot by using DNA 
origami technology and named it nanorobot-Th, which 
was programmed to transport payloads (chemotherapeu-
tics, peptide drugs or siRNA) for studying the antitumor 
activity of nanorobots in tumors with fewer blood vessels. 
In the experiment, SK-OV-3 (a human ovarian cancer cell 
line) was selected because it has been reported to be lowly 
vascularized and has a relatively poor permeability and 
retention for Evans blue. They transplanted SK-OV-3 cells 
subcutaneously in mice, and found that compared with the 
control group, nanorobot-Th exhibited significantly 
restrained tumor growth after treatment, and also con-
spicuously prolonged the survival time of animals with 
xenografts. It was found that limiting tumor permeability 
does not stop nanorobots from playing an antitumor role, 
and it was confirmed that the autonomous DNA robot is 
absolutely safe in normal tissues of large mammals. 
Therefore, it can be considered that the DNA nanorobot 
is applicable to tumors of various levels of vascularization, 
and stands for a promising tactics for precise drug delivery 
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in cancer treatment. In the past few years, intraperitoneal 
(IP) chemotherapy has rekindled the hope of inhibiting 
intraperitoneal transmission of gynecologic cancer. 
However, poor drug permeability is one of the major 
shortcomings of IP chemotherapy. It is necessary to 
develop new strategies to improve the efficacy of IP che-
motherapy. Shamsi et al37 proposed a novel magnetically 
assisted tactic to improve drug penetration into peritoneal 
surface malignancy and reduce disease recurrence in their 
research. In order to evaluate the ability of magnetic drug 
targeting (MDT) technology in surpassing interstitial bar-
riers and increasing the performance of anticancer drugs, 
they established a computer model consisting of three 
main parts: the transport of magnetic nanoparticles 
(MNPs) in cancer tissues, magnetic force, and interstitial 
fluid. The model was also used to evaluate the predict-
ability and controllability of their established active drug 
delivery technology. Then, the experiment simulated the 
penetration of intraperitoneally injected MNPs inside can-
cerous tissues and compared with the penetration of pacli-
taxel and cisplatin, two widely used free cytotoxic agents. 
The results of magnetically assisted delivery presented that 
the final concentration of drug-coated MNPs in cancerous 
tissues increased by an order of magnitude compared with 
free cytotoxic agent, which was expected to improve the 
therapeutic effect of IP chemotherapy in the future.

The Clinical Decision Support System— 
Watson for Oncology
Watson for Oncology (WFO), an AI computer program, 
was developed by IBM Corporation (USA) with the help 
of top oncologists from Memorial Sloan Kettering Cancer 
Center (MSK). Their goal was to create a cognitive com-
puting system to meet today’s big data information chal-
lenges. The scientists who developed WFO integrated 
natural language processing, information retrieval, knowl-
edge expression, machine learning, and general reasoning 
modes, acquired and evaluated a large amount of struc-
tured and unstructured data from previous medical records 
through machine learning and natural language processing 
to make recommendations for cancer treatment. As for 
supported cases, the treatment recommendations provided 
by WFO are divided into three groups: recommended, ie 
green “buckets”, which represents a treatment supported 
by obvious evidence; for consideration, ie yellow “buck-
ets”, which represents a potentially suitable alternative; 
and not recommended, ie red “buckets”, which stands for 

a treatment with contraindications or obvious evidence 
against its use. Although WFO helps to reduce the time 
required for clinical treatment planning,38 due to the recent 
development of cognitive computing technology, there is 
still a lack of large-scale data applied outside the US. 
Several studies have analyzed the consistency of treatment 
schemes determined by multidisciplinary team (MDT) and 
WFO, including gynecologic tumors. Liang et al39 have 
re-identified and analyzed concordance studies published 
by WFO in 2017–2018 in nine unique institutions located 
in seven provinces in China. By comparing cancer types 
and institutions respectively, he announced the concor-
dance rate. The results showed that concordance rate of 
all included cases was 59% (2012/3388), and the concor-
dance rate varied according to cancer types and institu-
tions. Concordance of ovarian cancer was 96% and 43% 
respectively in two different hospitals. The concordance of 
gastric cancer was the lowest, only 12%. Therefore, it is 
believed that the concordance rate between therapeutic 
options from WFO and clinical treatment schemes is 
obviously different in different cancer types and institu-
tions in China, indicating that there are noticeable practical 
variations. Zhou et al40 expanded the sample size and 
cancer spectrum using the updated version of WFO to 
explore the concordance of the suggested therapeutic regi-
men between WFO and MDT, which could reflect the 
similarities and differences between East and West in the 
treatment of cancer. In the study, it was found that the 
treatment recommendation concordance of cervical cancer 
was only 50%, and the remaining half was physician’s 
choice. By contrast, the treatment recommendation con-
cordance of ovarian cancer was up to 95.83%, and only 
4.17% of cases was physician’s choice. Besides showing 
a high degree of consistency with most MDT programs, 
WFO, as an AI clinical decision support system, has the 
following advantages: First, it improves doctors’ work 
efficiency and reduces workload. Researchers found that 
it takes an average of 20 min for oncologists to capture 
and analyze data manually and make recommendations. 
When oncologists became familiar with these cases, the 
average time could be reduced to approximately 12 min. 
However, compared with oncologists, WFO only took 40 
seconds to complete these tasks.38 Second, it can prevent 
man-made calculation errors. Chemotherapy scheme and 
drug selection involve multiple clinical formulas, which 
need to be calculated one by one in sequence. The process 
is complicated and time consuming. At the same time, due 
to the fact that doctors often estimate through experience 
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in actual work, there may be errors in selection;41 WFO 
can calculate all the input data of the patient and generate 
a recommendation scheme through a computer program 
step by step, thereby achieving accurate medication and 
preventing such errors.42 Finally, it can improve the qual-
ity of doctor–patient communication and prevent doctor– 
patient disputes. Nowadays, due to a variety of reasons, 
patients’ distrust of doctors is increasing in China.43,44 

Therefore, the more patients participate in the decision- 
making of their own therapeutic regimen, the more they 
understand about their own diseases. Once they have more 
confidence in the therapeutic regimen, they will cooperate 
with doctors more actively.45 But at the same time, WFO 
still has certain limitations, which lead to differences in the 
coincidence rate when other countries apply the system. 
These are mainly related to different drug choices,46 dif-
ferent treatment options,47 coexisting diseases of 
patients,48 and economic factors49 in different countries. 
Only by solving these problems can the clinical decision 
support system benefit more people in the world.

Application of AI in Predicting 
Prognosis of Gynecological 
Malignant Tumor
Surgical Method Value Prediction
Ovarian cancer is the deadliest gynecologic cancer in the 
developed world.50 Even though more and more medical 
and operative attempts are raising curative effect of first- 
line treatment for ovarian cancer, most patients still 
develop recurrent disease. It is well known that chemother-
apy is still the gold standard for the treatment of recurrent 
ovarian cancer,51 but more and more data show that sec-
ondary cytoreductive surgery (SCS) may be a valuable 
treatment in selected patients. Despite the lack of mature 
evidence, some studies emphasize that SCS may improve 
the prognosis of patients with platinum-sensitive relapse.52 

AI is thus used to measure the importance of individual 
patients and disease variables to determine who among the 
many recurrent ovarian cancer patients is worth SCS. 
Bogani et al53 conducted a retrospective study to evaluate 
194 patients with recurrent ovarian cancer who have been 
treated by SCS. ANN analysis was used to estimate the 
importance of different variables and predict complete 
cytoreduction (CC) and survival. In general, 82.9% of 
patients could reach CC during SCS. Using ANN, they 
found several main factors could affect the abilities of 
achieving CC. These factors included disease-free interval 

(DFI), retroperitoneal recurrence only, residual diseases at 
primary surgical treatment and FIGO staging, and impor-
tance of factors predicting for CC were 0.231, 0.178, 
0.138, and 0.088, respectively (see Figure 3A). 
Interestingly, the experimental data confirm that the exis-
tence of retroperitoneal diseases alone, rather than perito-
neal diseases, is related to the ability to achieve CC. Single 
or multiple peritoneal mass or nodule have little impact on 
achieving CC, suggesting that the presence of peritoneal 
carcinomatosis should not be a surgical contraindication of 
SCS. By observing the relationship between different cov-
ariates and overall survival (OS), they found that DFI was 
the most significant variable which influenced OS (impor-
tance: 0.306), and other significant factors including CC 
and FIGO stages (importance: 0.217 and 0.100, respec-
tively), while retroperitoneal or peritoneal recurrence was 
not (see Figure 3B). In this study, the main novelty is to 
use ANN, and it is also proved that the performance of 
ANN is better than the two most reliable preexisting 
models (AGO OVAR and MSK criteria). Using AI, the 
variables used to predict CC and OS can be more deeply 
understood.

Recurrence Prediction
Medical Imaging Prediction
Modern medical science has transformed from “traditional 
medicine” (follows a one-size-fits-all approach) to preventive 
medicine and precision medicine (also called personalized 
medicine). This requires a great deal of information to extend 
existing knowledge of the disease process. AI is considered as 
the principal tool to realize personalized medicine by synthe-
sizing data on complex oncology. As we know, recurrence is 
one of the major risk factors for high-grade serous ovarian 
cancer (HGSOC). In order to predict ovarian cancer recur-
rence better, Wang et al54 established a novel DL model, 
which provides a noninvasive method for the recurrence pre-
diction of HGSOC patients. A total of 8917 CT images of 245 
HGSOC patients were included in the study. In order to extract 
DL features (prognostic biomarkers) of HGSOC, they gradu-
ally trained a new DL network from the CT images. 
Subsequently, in order to predict the individual recurrence 
probability of patients with HGSOC, they established a DL- 
CPH model that combines DL characteristics and Cox propor-
tional hazards (Cox-PH) regression. The results showed that 
DL features showed a greater value in prognosis than clinical 
characteristics. In the primary cohort and two independent 
validation cohorts, the performance of the new model in pre-
dicting recurrence-free survival (RFS) and three-year 
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Figure 3 The results of ANN and the importance of various predicting factors for recurrent ovarian cancer. Importance of factors predicting for complete cytoreduction 
(A). Importance of factors predicting for survival (B). 
Note: Reproduced from Bogani G, Rossetti D, Ditto A, et al. Artificial intelligence weights the importance of factors predicting complete cytoreduction at secondary cytoreductive 
surgery for recurrent ovarian cancer. J Gynecol Oncol. 2018;29(5):e66. Creative Commons license and disclaimer available from: http://creativecommons.org/licenses/by/4.0/.53 

Abbreviations: DFI, disease-free interval; ECOG, Eastern Cooperative Oncology Group; RD, residual disease; CC, complete cytoreduction.
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recurrence was better than that of the existing clinical model 
(see Table 3). Therefore, the DL-method is considered an 
effective prognostic biomarker for HGSOC, which extracts 
data from CT images, and this novel model provides a new 
prognostic analysis method. This method can provide nonin-
vasive and preoperative models for individualized recurrence 
prediction of HGSOC. The intrinsic characteristics of HGSOC 
can be mined through unsupervised learning by this new 
prognostic analysis method, and it can utilize the large data 
volume such as CT without the need for follow-on prognostic 
biomarker extraction.

Serological Prediction
In order to evaluate the clinical potential of plasma meta-
bolic profiling before and after surgery in prognosticating 
EOC recurrence and to obtain a generated model from the 
combination that accurately predicts EOC recurrence, Zhang 
et al55 collected 35 pairs of pre- and postoperative plasma 

samples and recurrence information from 35 EOC patients 
who were followed-up, Rapid separation liquid chromato-
graphy-mass spectrometry was used for metabonomic stu-
dies to extract and analyze metabolic characteristics related 
to EOC recurrence. They also used the SVM model to 
predict EOC recurrence by using identified predictive bio-
markers. The results showed that metabonomic significant 
changes of plasma before and after operation can be used to 
distinguish recurrent from nonrecurrent EOC. Ten common 
significant metabolites, such as uric acid, carnitine, and 
hydroxyphenyllactic acid, were selected as recurrent predic-
tive biomarkers. The AUC values of biomarkers involved 
for distinguishing recurrence from the nonrecurrence were 
as follows: postoperative biomarkers performed better than 
preoperative biomarker (0.909 vs 0.815), combining the two 
sets showed the best performance (reached 0.964). By con-
trasting, the AUC value of the most known tumor marker 
cancer antigen-125 (CA-125) was only 0.6126 (see 
Figure 4). As a result, it was believed that the combination 
of the selected candidate biomarkers performed best and had 
great potential for predicting recurrent EOC. More impor-
tantly, this promising metabonomics approach may provide 

Table 3 Model Performance on Predicting Recurrence-free 
Survival and Three-year Recurrence of High-grade Serous 
Ovarian Cancer (HGSOC)

Models Cohorts C-Index 
(95%CI)

AUC (95% 
CI)

ACC (95% 
CI)

Clinical 

Model

Primary 0.680 

(0.642, 

0.717)

0.774 

(0.727, 

0.826)

0.735 

(0.689, 

0.784)

Validation 

1

0.448 

(0.402, 
0.492)

0.443 

(0.381, 
0.506)

0.449 

(0.396, 
0.503)

Validation 
2

0.631 
(0.588, 

0.674)

0.400 
(0.268, 

0.536)

0.541 
(0.480, 

0.598)

DL-CPH 

Model

Primary 0.717 

(0.683, 

0.755)

0.833 

(0.792, 

0.874)

0.776 

(0.733, 

0.820)

Validation 

1

0.713 

(0.681, 
0.750)

0.772 

(0.721, 
0.820)

0.714 

(0.665, 
0.760)

Validation 
2

0.694 
(0.658, 

0.730)

0.825 
(0.765, 

0.893)

0.730 
(0.678, 

0.786)

Notes: C-index measures the performance of the RFS prediction. AUC and ACC 
evaluate the performance of the three-year recurrence prediction. Reproduced 
from Wang S, Liu Z, Rong Y, et al. Deep learning provides a new computed tomo-
graphy-based prognostic biomarker for recurrence prediction in high-grade serous 
ovarian cancer. Radiother Oncol. 2019;132:171–177. Creative Commons license and 
disclaimer available from:(http://creativecommons.org/licenses/by/4.0/).54 

Abbreviations: AUC, area under the receiver operating characteristic curve; ACC, 
accuracy; C-index, Harrell’s concordance index; RFS, recurrence-free survival.

Figure 4 Receiver operator characteristic (ROC) curves for predicting epithelial 
ovarian cancer (EOC) recurrence with candidate biomarkers: combining biomarkers 
(AUC=0.964), preoperative biomarkers (AUC=0.815), postoperative biomarkers 
(AUC=0.909), CA125 (AUC=0.6126). 
Note: Reprinted by permission from Springer Nature, Metabolomics, Zhang F, 
Zhang Y, Ke C, et al. Predicting ovarian cancer recurrence by plasma metabolic 
profiles before and after surgery. 2018;14(5):65.55 

Abbreviation: AUC, the area under the receiver operating characteristic curve.
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a new treatment strategy for selecting appropriate cure or 
even realizing “personalized treatment”.

Genomic Prediction
In a recent study, Zhou et al56 predicted the recurrence of OC 
through SVM classifier established by retrieving and identify-
ing target genes. They retrieved and downloaded the expres-
sion dataset from the Gene Expression Omnibus by searching 
keywords and further analyzing whether the set criteria were 
fulfilled. At the same time, in order to further verify the results 
of SVM classifier, another set of independent data 
from ovarian cancer patients were downloaded from the 
Cancer Genome Atlas (TCGA). The results show that the 
prediction accuracy of SVM classifier for three downloaded 
datasets (GSE17260, GSE44104, and GSE51088 datasets) 
and independent data downloaded from TCGA was 92.7%, 
93.3%, 96.6%, and 90.4%, respectively. In addition, the survi-
val time of patients with predicted recurrent OC was signifi-
cantly shorter than that of patients with predicted nonrecurrent 
OC (p=6.598×10−6). In this study, an SVM classifier consist-
ing of 39 specific genes, which was more economical and 
effective than conditional sequencing technology, was con-
structed and verified to predict OC recurrence. More impor-
tantly, the 39 included feature genes may represent therapeutic 
biomarkers and new therapeutic targets of OC and play 
a significant role in the development of OC. However, the 
study also pointed out that in order to further verify the results 
of this study, further studies on independent cohorts of non-
recurrent and recurrent OC patients are needed in the future.

Survival Rate Prediction
As for cervical carcinoma, the FIGO staging system has long 
served as the primary tool for evaluating general prognosis 

and is still the established platform for formulating treatment 
plans. But the established prognostic factors including his-
tological subtypes, deep interstitial infiltration, etc are not 
included in this staging system. In order to find a useful way 
to predict the survival rate in cervical cancer and to facilitate 
patient consultation on palliative treatment, AI is involved. 
Obrzut et al.57 collected 102 early stage cervical cancer 
patients (FIGO Ia2-IIb) who underwent radical operation 
to evaluate the effectiveness of the AI model in predicting 
the five-year overall survival rate of these patients, which 
was the first time that AI predicted the survival rate of such 
patients. They also collected tumor-related parameters, 
demographic characteristics, and selected perioperative vari-
ables of each patient. Then they simulated computational 
intelligence methods which included six classifiers: SVM, 
MLP, k-means method, probabilistic NN (PNN), radial basis 
function NN (RBFN), and gene expression programming 
classifier (GEP). And they measured the prediction ability 
of the model by the sensitivity, accuracy, specificity and the 
area under the receiver operating characteristics curve 
(AUC). As a reference model, the results of linear regression 
analysis were compared with the results of the AI. Finally, it 
was found that the PNN model obtains the best results, 
which provided very high prediction ability with high sensi-
tivity (97.5%) and accuracy (89.2%) (see Table 4). The AUC 
of the PNN receiver was also high, reached 0.818, while 
SVM algorithm and K-means method could not be used as 
predictive classifiers, because the AUC value was low (see 
Figure 5). Therefore, the PNN model is considered a kind of 
effective tool to predict the overall five-year survival rate in 
patients with cervical carcinoma treated by radical 
hysterectomy.

Table 4 The Accuracy, Sensitivity, Specificity, and the Area Under the Receiver Operating Characteristic Curve Obtained 
for the Set of 23 Variables

Accuracy Sensitivity Specificity AUC p-value

PNN 0.892 0.975 0.609 0.818 <0.001

MLP 0.802 0.937 0.339 0.659 <0.001
GEP 0.800 0.930 0.352 0.651 <0.001

SVM 0.740 0.956 0.000 0.478 <0.001

LRA 0.703 0.804 0.357 0.559 Not applicable
RBFN 0.693 0.780 0.396 0.640 <0.001

K-means 0.611 0.757 0.109 0.406 <0.001

Note: Reproduced from Obrzut B, Kusy M, Semczuk A, et al. Prediction of 5-year overall survival in cervical cancer patients treated with radical 
hysterectomyusing computational intelligence methods. BMC Cancer. 2017;17(1):840. Creative Commons license and disclaimer available from: (http:// 
creativecommons.org/licenses/by/4.0/).57 

Abbreviations: AUC, area under the receiver operating characteristic curve; PNN, probabilistic neural network; MLP, multilayer perceptron network; GEP, 
gene expression programming classifier; SVM, support vector machines algorithm; LRA, linear regression analysis; RBFN, radial basis function neural network; 
LRA, linear regression analysis.
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Matsuo et al.58 have proposed a DL model by evaluating 
certain clinico-laboratory parameters used generally in daily 
practice. Compared with the historical approach (linear 
regression model), the experimental model had an obviously 
better prediction for three-month (AUC 0.747 vs 0.652, 
p<0.0001) and six-month (AUC 0.724 vs 0.685, p<0.0001) 
survival rate in patients with cervical cancer. In this model, it 
was found that the decreased three-month survival rate was 
associated with eight unique variables (clinical: older age, 
increasing pain score, decreasing body mass index, and 
decreasing systolic blood pressure, and laboratory: increas-
ing platelet counts, decreasing albumin level, decreasing 
white blood cell count, and decreasing hemoglobin levels) 
(all p<0.05). Similar results were showed in the six-month 
survival predictors, too. Therefore, it is considered that DL is 
better than traditional methods in predicting survival rate.

In order to find a noninvasive, reliable, economical, 
and effective prognostic marker approach to guide preci-
sion treatment of ovarian cancer patients, Enshaei et al59 

set up a database which contained 668 cases of EOC 
during a 10-year period. At the same time, they collected 
the data which was routinely available in a clinical envir-
onment for all cases. This database also contained survival 
data of each patient. Subsequently, they established an 
ANN algorithm which was able to predict the overall 
survival rate, because they found that the performance of 

ANN was better than the Bayesian network and DT in the 
process of verification. The result showed that the AI 
model can predict five-year survival with a high accuracy 
of 93% and AUC of 0.74, and this is better than logical 
regression. The AI model was also used to predict the 
result of operation (complete, optimal, or suboptimal 
cytoreduction), and again proved that AI could predict 
outcome (complete and optimal group vs suboptimal 
group) with an accuracy of 77.7% and an AUC of 0.73.

Recently, Lu et al60 found and validated a new math-
ematical description of tumor phenotype and prognosis. 
The researchers developed a new software program 
(Texlab 2.0), which extracted 657 descriptors from the 
preoperative CT images of 364 EOC patients by radiomic 
analysis. The biological basis of the new descriptor was 
further investigated through the research of relevant com-
prehensive molecular profile which included gene expres-
sion, protein expression and copy-number alterations 
(CNAs). The study found HGSOC had distinctive charac-
teristics, which frequently featured CNAs and usually had 
worse outcomes. Then, an AI system called “Radiomic 
Prognostic Vector” (RPV) was designed which could iden-
tify patients whose median overall survival time was less 
than two years and had been verified in two independent 
multicenter cohorts. It had significantly better prognosis 
ability than the existing prognostic markers including CA- 

Figure 5 Receiver operator characteristic (ROC) curves for predicting five-year overall survival in cervical cancer patients treated with radical hysterectomy with different models. 
Notes: Reproduced from Obrzut B, Kusy M, Semczuk A, et al. Prediction of 5-year overall survival in cervical cancer patients treated with radical hysterectomyusing 
computational intelligence methods. BMC Cancer. 2017;17(1):840. Creative Commons license and disclaimer available from: http://creativecommons.org/licenses/by/4.0/.57 

Plots are shown for the models with AUC >0.5. 
Abbreviations: PNN, probabilistic neural network; MLP, multilayer perceptron network; GEP, gene expression programming classifier; RBFN, radial basis function neural 
network; LRA, linear regression analysis.
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125 and was considered a potential predictive marker in 
HGSOC. At the same time, it was also found that high 
RPV was significantly correlated with primary chemother-
apy resistance and poor surgical prognosis. RPV could be 
utilized to guide personalized therapy of EOC and other 
cancer types.

AI in Gynecologic Malignant Tumor 
Diagnosis and Treatment Problems, 
Possible Solutions and Choices
AI was initially defined as the study of algorithms. These 
massive and repeated studies give machines the ability to 
reason and perform cognitive functions, so machines can 
solve problems, recognize objects, and make decisions.60 

AI has increasingly become the topic of many different 
industries and has unimaginable potential. Meanwhile, AI 
has achieved comparable performance with that of medical 
experts in specific medical fields, of course, the field of 
gynecologic malignant tumors is also among them. The 
predictive performance and streamlined efficiency pertain-
ing to AI in disease diagnosis—especially in medical 
imaging tasks—are on a par with or even transcend that 
of human doctors, and they are endowed with the advan-
tages of being tireless and having stable characteristics.62 

Such AI-assisted imaging-related clinical tasks can 
increase the efficiency of health-care delivery by reducing 
the cognitive burden of human experts.63 In the latest 
research mentioned in this review, it is found that the 
application performance of AI in gynecologic oncology 
at present mostly exceeds the existing methods and models 
in prognosis and diagnosis21,27,29,31,53,54,56–60 and it is also 
superior to the less experienced clinicians,20 or equivalent 
to the most experienced clinicians.22,23,30 In the compar-
ison of AI itself, it is also found that the performance of 
the ensemble classifier combining DL and SL is often the 
best,28,34 DL (ANN, CNN, FFBPNN, and PNN, etc) is 
often better than SL (CARTs, SVM, and RF, 
etc),20,21,26,29,57,59 but a small part of them are the 
same28 or even the opposite.34 This just reflects the advan-
tages of ensemble classifier and the development trend that 
DL may even replace SL. The reason why DL has the best 
performance may be that it can automatically learn the 
features that can reflect the differences of data through 
a large number of data, which is more representative; 
while the traditional methods are all based on manual 
feature extraction, which requires experts in the field to 
manually design through years of accumulation and 

experience. But at the same time, the development of DL 
also faces its own obstacles, such as the small sample size 
and the curse of dimensionality in machine learning are 
obstacles for correct evaluation of DL features for radio-
mic analysis, which needs to be solved in the future 
development of AI itself. Of course, most of the latest 
studies mentioned in this review are related to experimen-
tal data and need further clinical verification.

Due to the extensive application of AI in medicine, the 
number of AI papers has exponentially increased over the 
past five years.64 Despite being a propitious moment for 
AI, there are still some problems to be solved in the future. 
So far, AI is still immature, in its start-up step, and is still 
not a standalone procedure. Clinicians are still required to 
use AI sufficiently to generate their hypotheses and opti-
mize the applications of AI in clinical practice. When AI 
and clinicians contradict each other, clinicians still need to 
interpret the data in a clinically meaningful way. Human 
physicians must critically evaluate the results produced by 
AI. At present, it is not clear whether AI can completely 
transform the current clinician-dominant assessment in 
clinical procedures. The hybrid system jointly contributed 
by AI and doctors will lead to more effective diagnostic 
practice63 and bring about improved health care. However, 
data interpretation still seems to be a major challenge for 
AI, and future research may pay more attention to this 
topic. In view of this relationship between AI and human 
users, the applicability and clinical significance of 
advanced AI cannot be completely isolated. The develop-
ment of AI technology itself may provide an encouraging 
prospect for medical application, but the evaluation con-
ducted by medical experts plays a vital part in the sustain-
able development of AI. The feasibility of AI is inevitably 
determined by human experts through cumulative clinical 
experience.65 In other words, clinical experts seek the 
desired predicted patient-related results from AI, which 
still cannot interpret what it has obtained from the data 
and its related clinical significance. Therefore, the ultimate 
success of AI is conditionally limited by medical profes-
sionals, who are the real evaluators of diagnostic and 
therapeutic performance. In medical applications, AI can-
not exist without human engagement because it has artifi-
cial nature in a human-dominated medical environment, 
the final results obtained by AI need human beings to give 
real-world implications. The patient-oriented medical prin-
ciple stipulates the nature of the need to be patient- 
centered in the establishment and learning of AI. Every 
successful AI, no matter what type, needs to ultimately 
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improve the patient’s health. At present, AI cannot reach 
the same sympathetic characteristics as human doctors, 
and the use of AI in the medical process also needs to be 
more “humanized”. Like the application of AI in other 
medical specialties, the application of AI in gynecologic 
tumor patients also has many risks and challenges. For 
example, the new model based on machine learning may 
be better on average, but it may perform worse in some 
gynecologic tumor patients. This requires a clear guideline 
for the certification of the teams that develop and revise 
the AI systems to protect these patients.

In the process of using AI, some patient information 
needs to be collected, which inevitably involves the health 
privacy of gynecologic tumor patients. This requires us to 
pay enough attention to the use of this advanced technology, 
that is, to do a good job of screening and pre-judging the data 
usage rights in the process of data aggregation, and to seek 
the opinions of the parties in advance, so as to avoid many 
contradictions. Similarly, AI in medical will inevitably face 
legal challenges in medical negligence, such as missed diag-
nosis and misdiagnosis of gynecological tumor detection 
system, medical negligence caused by complex decision 
support system, etc. Therefore, when medical malpractice 
cases occur, the legal system will need to provide clear 
guidance on which entity is responsible, and insurance com-
panies need to be clear about insurance coverage. In addition, 
when WFO is used in different countries outside the US, it is 
found that the system has certain limitations, and the consis-
tency rate is different when the system is used in other 
countries. This shows that different regions and different 
ethnic groups have different characteristics. The AI system 
used in the US is not necessarily suitable for eastern coun-
tries. The system needs to be improved according to the local 
ethnic conditions and actual conditions of other countries.

Similar to the use of WFO, medical personnel should 
regard AI as “a tool, not a crutch”.66 If AI is properly used 
and its applications in clinical practice are optimized,67 it 
will be regarded as a valuable tool. Proper use requires AI 
to be only in the position of a complement to the doctor’s 
work, not a replacement.38 AI cannot only be used as 
a promising tool in gynecologic malignant tumors, but 
also as a method to resolve several long-term challenges. 
AI may also be a means to increase knowledge and help 
clinicians to make decisions in various fields of 
gynecology.68 It is necessary to recognize the practical 
value of AI to current clinical practice, but at the same 
time the foundation of human clinical experience and 
patient-centered principle should be retained in future AI 

applications. People often say that AI will change medi-
cine. In fact, we can look forward to how AI can enable 
people all over the world to obtain the best quality medical 
services fairly, no matter where or who the patients are.
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