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Purpose: Diabetic Macular Edema has been one of the research hotspots all over the world. But 
as the global population continues to grow, the number of OCT images requiring manual analysis is 
becoming increasingly unaffordable. Medical images are often fuzzy due to the inherent physical 
processes of acquiring them. It is difficult for traditional algorithms to use low-quality data. And 
traditional algorithms usually only provide diagnostic results, which makes the reliability and 
interpretability of the model face challenges. To solve problem above, we proposed a more intuitive 
and robust diagnosis model with self-enhancement ability and clinical triage patients’ ability.
Methods: We used 38,057 OCT images (Drusen, DME, CNV and Normal) to establish and 
evaluate the model. All data are OCT images of fundus retina. There were 37,457 samples in 
the training dataset and 600 samples in the validation dataset. In order to diagnose these 
images accurately, we propose a multiscale transfer learning algorithm. Firstly, the sample is 
sent to the automatic self-enhancement module for edge detection and enhancement. Then, 
the processed data are sent to the image diagnosis module to determine the disease type. This 
process makes more data more effective and can be accurately classified. Finally, we 
calculated the accuracy, precision, sensitivity and specificity of the model, and verified the 
performance of the model from the perspective of clinical application.
Results: The model proposed in this paper can provide the diagnosis results and display the 
detection targets more intuitively. The model reached 94.5% accuracy, 97.2% precision, 
97.7% sensitivity and 97% specificity in the independent testing dataset.
Conclusion: Comparing the performance of relevant work and ablation test, our model 
achieved relatively good performance. It is proved that the model proposed in this paper has 
a stronger ability to recognize diseases even in the face of low-quality images. Experiment 
results also demonstrate its clinical referral capability. It can reduce the workload of medical 
staff and save the precious time of patients.
Keywords: optical coherence tomography, clinical triage, self-reinforcing, assisted 
diagnostics, deep learning, diabetic macular edema, retina diseases

Introduction
In recent years, with the continuous growth of the population base and the aging of 
the population, people have shown an urgent need for technologies that can 
improve human health.1–4 However, there are still many problems, such as uneven 
distribution of medical resources, high time and economic costs for training med
ical staff.5–8 Actually, the growth rate of medical resources is difficult to match the 
needs of the world.
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In order to solve the above problems, medical assistant 
diagnosis systems based on artificial intelligence have 
been proposed. Artificial intelligence (AI) can achieve 
similar diagnostic performance to human experts in 
a short time. Therefore, it shows the potential to further 
promote medical diagnostic technology and patient health 
management technology. For example, Sasank 
Chilamkurthy et al used natural language models to iden
tify brain CT images and automatically diagnose a variety 
of brain diseases.9 Diego Ardila et al used convolutional 
neural networks and CT images to automatically diagnosis 
lung cancer.10 Michael A. Schwemmer et al used 
a recurrent neural network to identify the power spectrum 
of human brain and controlled the motor to assist patients 
with missing actions to perform the desired action.11 

David Sinton et al used a nonlinear model to analyze the 
integrity of DNA from the morphological perspective.12

According to statistics, the number of diabetic patients 
aged 18–99 in the world will rise to 693 million in 2045, 
and the number of deaths due to diabetes will reach 
5 million each year. Moreover, diabetes complications 
also extremely affect people’s quality of life.13 Diabetic 
retinopathy is a serious disabling chronic disease and the 
main causes of blindness and visual impairment in diabetic 
patients. According to the study, 90% of cases can be 
prevented by early detection and treatment.14–18 At the 
same time, there are many other diseases that threaten 
human vision globally, such as choroidal neovasculariza
tion, drusen and so on. Fortunately, although these chronic 
diseases are very harmful, they all can be purposefully 
prevented and treated according to the specific conditions 
of the patient’s retina. Detecting the situation of the retina 
timely can effectively reduce the disability rate of the 
above diseases.19–23 Optical coherence tomography 
(OCT) images of the retina can accurately and effectively 
express the physiological structural characteristics of the 
retina, and it has become one of the important criteria for 
the diagnosis and treatment of eye diseases 
worldwide.24,25 As the aging of the world’s population 
continues to intensify and diabetes is becoming more pre
valent, the number of OCT images that need to be manu
ally analyzed has become increasingly unaffordable. 
Additionally, it takes a long time to train new professional 
doctors because it requires professional knowledge 
through daily practice. Furthermore, the diagnosis result 
depends on the professional level of the doctor, so there 
are some subjective factors. In many areas where medical 
resources are scarce, it is difficult for patients to get timely 

diagnosis. Therefore, it is proposed to provide an auxiliary 
diagnosis system that can automatically judge the patient’s 
health situation according to the retinal OCT image, which 
has positive significance for improving the global disease 
diagnosis level and the patient’s quality of life.

In order to achieve the above objectives, the two- 
dimensional convolutional neural network has been pro
posed. Compared to traditional physician training methods 
that require a lot of time and economic cost, two- 
dimensional convolutional neural network can use filters 
to quickly and automatically extract tiny features of 
images.26 The method of automatically extracting features 
overcomes the subjectivity and one-sidedness of tradi
tional manual diagnosis, reduces the overall cost of obtain
ing medical resources, and alleviates the contradiction of 
uneven distribution of medical resources.

Although the AI has shown great potential in automa
tically diagnose diseases, its intuitiveness and interpret
ability are still facing challenges. The improvement of 
the performance of the auxiliary diagnosis system not 
only depends on the improvement of the diagnosis accu
racy, but also should provide simpler and more intuitive 
information while providing recommended diagnosis 
results. This can really increase the clinical assistance 
capabilities of the auxiliary diagnosis system. Separating 
the scene into the detection target and background is an 
essential step in image interpretation. While automatically 
diagnosing the medical image, it accurately presents the 
contour and position of the detection target, which can 
effectively improve the auxiliary ability and application 
scope of the auxiliary diagnosis system, such as medical 
teaching. Adding visual markers to the detection target can 
improve the intuition and interpretability of the deep learn
ing model.

Another challenge facing the AI diagnostic model is 
the amount of relevant data. Medical data resources are 
invaluable, and due to ethical review, disease types and 
other factors, it is often difficult to collect enough data just 
like other types of data. Too few samples will hinder the 
improvement of model performance. This may make the 
model over-learn the features of the training dataset, and it 
is difficult to show good generalization ability on the test 
dataset. One way to address the lack of relevant data is to 
take advantage of other resemble data, this method known 
as transfer learning.27 Different images often have the 
same primary features, such as points, lines, and so on. 
The similar data can be used to let the model learn the 
primary features of the image, then fix the learned primary 
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features, use the target data to train the model, and let the 
model learn the advanced features of the target data, such 
as texture, shape, etc. Finally, the classifier is retrained 
with the new advanced features. Through backpropaga
tion, the model can recognize images of a specific cate
gory. Instead of training a completely blank deep learning 
model, use the already trained primary features to further 
learn the advanced features of a specific image, and use 
these features to train the classifier. Fixing the primary 
weights can effectively reduce the number of weights 
that need to be trained. This method can not only reduce 
the number of training samples required by the model, but 
also reduce the demand for computing resources.

Another factor that limits the number of medical 
image samples is the quality of the medical image itself. 
Medical images are often blurred due to the inherent 
physical processes of acquiring them.28 Although human 
eyes can recognize the most subtle part of objects’ 
boundary even in the case of blur, this situation is 
a major challenge for the computer. In addition, the 
above problems further hinder the collection of effective 
training samples, which not only limits the further 
improvement of the performance of the auxiliary diag
nostic system, but also limit the feasibility of its clinical 
application. Therefore, the edge of the retinal OCT 
image is critical for the diagnosis of disease types.29 

Edge detection technology is often used for target detec
tion and segmentation of life pictures, which can effec
tively detect and extract blurred edges in images. Due to 
the randomness of image quality, traditional edge detec
tion methods relying on manual threshold selection are 
difficult to meet the clinical needs.30–32 This phenom
enon shows that multiscale feature learning with adap
tive ability should be used when processing medical 
image data. If we can propose an auxiliary diagnosis 
system with capability of automatically diagnosing dis
eases, enhancing data quality and visually expressing 
the state of the target, it will have positive significance 
for the improvement of the level of medical diagnosis. It 
can also enhance the interpretability and clinical applic
ability of artificial intelligence systems. Moreover, 
extracting edge can help us process effective informa
tion purposefully and ignore unimportant information. It 
can improve work efficiency to a certain extent.

This study strives to propose a high-speed and efficient 
multiscale transfer learning algorithm for image-based 
medical data processing to achieve efficient and accurate 
judgment of the disease type of each medical image. In 

addition, this algorithm could automatically represent the 
situation of the target and enhance data quality. We initi
ally use the fundus OCT image data to illustrate the algo
rithm and discuss the performance of different algorithms 
at the same time.

In order to reduce the workload of clinicians, alleviate 
the contradiction of uneven distribution of medical 
resources, and enhance the auxiliary ability of traditional 
auxiliary diagnostic systems, we firstly proposed 
a computer-aided diagnosis model with automatic 
enhanced data, automatic detection of targets, and auto
matic diagnosis of disease types. Compared with the tradi
tional auxiliary diagnosis model that only provides the 
diagnosis results, the algorithm we proposed in this paper 
has higher interpretability and feasibility. In the actual 
clinical process, the model also has the ability to triage 
patients, which can speed up the patient’s medical treat
ment process. Emergency patients could be quickly 
referred to a professional physician for timely treatment, 
which can effectively improve the chance of the patient 
being cured. For example, choroidal neovascularization 
(CNV) and diabetic macular edema (DME) are marked 
as emergency referrals. These conditions require urgent 
referral to an ophthalmologist for anti-VEGF 
treatment.33,34 If the treatment is delayed, irreversible 
visual impairment may occur. Drusen is not the urgent 
disease and is labeled as a routine referral. It has a low 
probability of irreversible visual impairment, so it is not 
very urgent.35 The principle of the assisted referral process 
is shown in Figure 1. Our work provides a possible path 
for the development of automated diagnosis, which is of 
positive significance to promote the improvement of com
prehensive medical standards.

Method
The multiscale transfer learning algorithm (MTLA) model 
proposed in this paper consists of two parts: the self- 
enhancement model and the disease detection model. The 
workflow is shown in Figure 2.

Firstly, the self-enhancement model is constructed, 
which uses the multiscale feature learning method to 
detect and extract the edge of the diagnosis target, and 
clearly express the blurred edge. Then, the enhanced 
data are used to construct a disease diagnosis model 
which fuses transfer learning technology. The data is 
first processed by convolutional layers and pooling 
layers to extract features hidden in the original data. 
Finally, these features are sent to the classification 
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layer, and the classification function can be used to 
automatically determine the type of disease. We used 
the confusion matrix, accuracy, precision, sensitivity and 
specificity to evaluate the performance of model. The 
working principle of the overall model is shown in 
Figure 3.

Convolutional Neural Network (CNN)
The two-dimensional convolutional neural network is 
the core of all algorithms. Using filters, it can 
effectively and automatically learn the features hidden 
in the original image. The principle is shown in 
Figure 4.

The input image can be regarded as a pixel matrix, and 
each pixel is the input of a neuron. The filter represents the 

weight matrix, and the weight sharing method is adopted. 
Each filter learns a feature. The calculation principle is 
shown in Equation 1.

o ¼ σ ∑l∑mwl;mIjþl;kþm þ b
� �

(1) 

where O is the output to the j, kth neuron, ωis the weight 
matrix, I is the input pixel, b is bias.

Adam Optimizer
In the experiment, the Adam optimizer is used to update 
the global parameters, and the Adam optimizer is dif
ferent from the traditional stochastic gradient descent. 
The stochastic gradient descent maintains a single learn
ing rate to update all weights, and the learning rate does 
not change during the training process. Adam calculates 

Figure 1 Auxiliary diagnostic system clinical diagnosis process and traditional diagnosis process.
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independent adaptive learning rates for different para
meters by calculating the first-order moment estimation 
and second-order moment estimation of the gradient.36 

The global parameter update rule is shown in 
Equation 2.

θ0 ¼ θ � ε
Ê
ffiffi
ŝ
p
þ δ

(2) 

where θ is the model parameter and θ0 is the updated 
parameter. ε is the learning rate. E, s are the first moment 
estimation and the second moment estimation of the target 
function gradient, respectively. Ê is the corrected first 
moment estimation and ŝ is the corrected second moment 
estimation. δ is the minimum value that guarantees that the 
fraction is always meaningful.

The expressions ofEandsare shown by Equation 3 and 
Equation 4.

E ¼ ρ1E þ ð1 � ρ1ÞG (3) 

s ¼ ρ2sþ ð1 � ρ2ÞG� G (4) 

where G is the gradient of the target function. Compared 
with the traditional gradient descent algorithm, Adam 
algorithm allows the model to converge to the minimum 
point more quickly.

Multiscale Edge Detection Method
The two-dimensional convolution algorithm is the core of 
the above self-enhancement module. Since the contour of 
each medical image is different and unclear, multiscale 
feature learning is a better choice37,38 and the model prin
ciple is shown in Figure 5.

Due to the use of multiscale features learning 
methods, it is necessary to comprehensively learn all 
the scale features to jointly evaluate the deviation 

Figure 2 Workflow diagram (The workflow diagram shows the general flow of all experiments. First, the OCT image data is used to construct the self-enhancement model, 
the image with obvious edges can be obtained. At this time, the detection target is also intuitively represented. The enhanced data is used to train the disease diagnosis 
model. At last, the final performance of the model is evaluated by a completely independent data set. The multiscale transfer learning algorithm model consists of two parts: 
the self-enhancement model and the disease detection model.).

Diabetes, Metabolic Syndrome and Obesity: Targets and Therapy 2020:13                                         submit your manuscript | www.dovepress.com                                                                                                                                                                                                                       

DovePress                                                                                                                       
4791

Dovepress                                                                                                                                                           Zhang et al

Powered by TCPDF (www.tcpdf.org)

http://www.dovepress.com
http://www.dovepress.com


between the edge found by the model and the actual 
edge. The smaller the above deviation, the closer the 
edge found by the model is to the actual edge, so the 
deviation can be regarded as a scale target function. 
The scale target function is shown in Equation 5.

TsideðX ; Y ;Wsta;wedgÞ ¼ ∑N
n¼1αnlðnÞside X ;Y ;Wsta;w

ðnÞ
edg

� �

(5) 

where Tside is the target function. X is the pixel matrix of the 
input image. Y is the ground truth of the corresponding image. 
wðnÞ is the weight of the output of the nth scale connected to the 
classifier, and Wsta is the weight of the other generally 

connected neural network. αn is the hyperparameter which 

means the weight of the nth scale loss function. lðnÞside is the 
loss of the nth scale as shown in Equation 6.

lðnÞside Wsta;w
ðnÞ
edj

� �
¼ � β∑j2Yþlog Pr yj ¼ 1 Xj ; Wsta;w

ðnÞ
edg

� �

� 1 � βð Þ∑j2Y � log Pr yj ¼ 0 Xj ; Wsta;w
ðnÞ
edg

� �

(6) 

The expression of β is shown in Equation 7.

β ¼ Y �j j= Yj j 1 � β ¼ Yþj j= Yj j (7) 

where Y � ; Y þ , respectively, represented edge pixels and 
the non-edge pixels.

Figure 3 Working principle of the overall model (the primary features are obtained by training the model with other similar data and are fixed during the new training 
process. In addition, we use back propagation algorithms to relearn advanced features and classifiers in specific data. CNV means choroidal neovascularization, DME means 
diabetic macular edema, COV means convolution).

Figure 4 Convolutional neural network schematic diagram.
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To best utilize each scale output in the above structure, 
a weight blending layer is used to connect the prediction 
results of all scales together and learn the blending weights 
during the training. The loss function of the weight blend
ing layer is shown in Equation 8.

lmul Wsta;wedg; θ
� �

¼ CE Y ; Ŷ
� �

(8) 

Whereθis the parameter of weight blending layer and CE 
is the cross-entropy function. The final target function can 
be obtained as shown in Equation 9.

l ¼ arg min lside þ lmulð Þ (9) 

Experiment and Result
In this section, we will explain the data, process and 
results of our experiment.

Data Description
All data of this experiment were obtained from the fundus 
OCT image.35 A total of 38,057 samples were used to 
construct the AI algorithm in this paper. This is 
a retrospective study. All OCT images are acquired during 
routine treatment of adult patients. No additional burden 
on patients. All data are anonymized. There are no special 
exclusion criteria, such as gender, age, race, etc. All sam
ples have been verified by more than two senior indepen
dent retina experts. Each expert has more than 20 years of 
clinical experience. The original dataset includes 207, 130 
OCT images. This experiment randomly selected 38,057 
images from the above dataset. All original data are from 
public reference.35 More details about the original data set 
and ethical disclosures can be obtained from reference.35 

Specifically, in this paper, there were 37,457 samples in 
the training set and 600 samples in the validation set. The 
training data and the validation data are completely inde
pendent of each other. The training samples are used to 
train the self-enhancement model and the automatic diag
nosis model in the multiscale transfer learning algorithm, 
and the validation data is used to evaluate the performance 
of the algorithm. The training set includes 9891 cases 
(26.41%) of CNV, 9633 cases (25.72%) of DME, 7975 
cases (21.29%) of Drusen, and 9958 cases (26.58%) of 
Normal. The validation set includes 150 cases (25%) 
of CNV, 150 cases (25%) of DME, 150 cases (25%) of 
Drusen and 150 cases (25%) of Normal.

Edge Detection
This paper uses a Holistically-Nested Edge Detection struc
ture based on the VGG16 structure.37 The experiment plat
form is a workstation with an NVIDIA GTX 1080 GPU in 
the system of Ubuntu 16.04. Moreover, the transfer learning 
method is used here. During the training process, the pri
mary scale features are fixed. The primary scale features 
were trained by using the BSDS500 data set. The specific 
explanation is as follows. Due to the lack of human experts 
to mark the edges of tens of thousands of OCT images pixel 
by pixel. Therefore, this paper uses the transfer learning 
algorithm. Compared with complex natural scenes, the 
basic features of fundus lesions are contained in relatively 
complex natural scenes, such as points, lines, and textures. 
We use the images included in the BSD500 dataset and the 
corresponding edges truth (edge images) to train the edge 
detection model. The parameters of the pre-trained model 
are frozen, and then the model is used to extract the edges of 

Figure 5 Schematic diagram of the self-enhancement model (The solid line represents the weighted error from the output, and the dotted line represents the error from 
the next layer. Each scale has a direct relationship with the final output, so the model has a higher generalization ability.).
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the OCT image. The edge detection model is located in front 
of the disease diagnosis model. The purpose is to automati
cally enhance data quality, highlight fuzzy edges, visually 
display the detecting targets and increase the interpretability, 
intuitiveness and clinical feasibility of the overall model. At 
the same time, this part is used to increase the recognition 
ability of fuzzy edge. The results of edge extraction are 
shown in Figure 6. This proves that the model can recognize 
the edge which is not very clear.

CNV is a disease caused by the proliferation of choroidal 
capillaries, which usually occurs in the macula. Its lesions 
have the characteristics of deep growth, easy bleeding, large 
volume and central location in the macula. Drusen is 
a colloidal or transparent body. It is a degenerative disease 
that occurs in the choroid and retina. Generally, it has 
binocular symmetry. It is caused by abnormal deposition of 
abnormal metabolites of pigment epithelial cells on the 
retina. DME refers to the thickening or hard exudation of 
the retina caused by the accumulation of extracellular fluid 
within the diameter of the optic disc in the fovea of the 
macula due to diabetes. The above characteristics are impor
tant basis for the diagnosis of eye diseases. Therefore, 
enhancing the fuzzy edges of low-quality images has posi
tive significance for the improvement of artificial intelli
gence model performance. This can make the model have 
stronger clinical application potential.

It can be seen from the experimental results that our 
proposed method can effectively extract and enhance the 
edges of samples with different health conditions. This 
makes some low-quality fuzzy images recognizable. And it 
may have higher clinical applicability. In addition, it automa
tically displays and locates the lesions, which also increases 

the intuitiveness and interpretability of the model to a certain 
extent.

Disease Diagnosis Model
The purpose of the disease diagnosis model is automatically 
diagnosing disease. Confusion matrix, sensitivity, specifi
city, precision and accuracy curve are used to evaluate the 
final performance of the model. The convolutional neural 
network is the core of the model. In order to achieve higher 
results with less data, we use transfer learning algorithm. 
The network structure used in the experiment is the 
Inception V3. The Inception V3 model has been trained by 
Google with the ImageNet dataset. ImageNet includes more 
than 14 million samples and more than 20,000 categories, so 
the Inception V3 model already has the ability to extract 
multiple features.39 Since the primary features between the 
images are similar, in this experiment, the primary features 
of Inception V3 are fixed and only the advanced features and 
classifiers need to be trained based on the new specific data. 
The transfer learning algorithm can effectively reduce the 
time of training the new model while reducing the need for 
the amount of the original data.

During the training process, the Adam algorithm is 
applied to the update of the model parameters, 
whereε=0.001,p1=0.9,p2=0.999,δ=10� 8. In order to increase 
the generalization ability of the model, the label of the 
disease type is encoded as the one-hot form, which means 
the classifier output is 4 dimensions. Each dimension repre
sents a disease. When the model is diagnosing, only the 
neurons of the corresponding disease type are activated 
(output is 1), and the remaining neurons are set to zero. 
Since the model identifies multiple diseases, the 

Figure 6 Edge detection results of the fundus with four disease types respectively (the upper four images are the original image, and the lower four images are the 
automatically detected edge images. It can be clearly seen that some blur contours and disease features are highlighted which increases intuitiveness and interpretability of 
the model. Detection edge can help us process effective information purposefully and ignore unimportant information. CNV means choroidal neovascularization, DME 
means diabetic macular edema).
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classification function uses the softmax function.40 At the 
same time, to ensure the learning speed of the model, the 
cross-entropy function is used as the loss function. 
Additionally, model performance is evaluated by 
a completely independent testing dataset. In the testing set, 
we balance the number of samples for all types of diseases to 
ensure that all types of diseases are validated with the same 
probability.

In the end, the model achieved 94.5% accuracy in the 
testing dataset. During the experiment, we found that the 
performance of the training set did not perform better than 
the verification set. This is because the training set includes 
images with more noise and lower quality, which can help 
the model to reduce over-fitting and increase generalization 
ability. We also conducted ablation experiments. When the 
edge detection model is not used, the model achieves 93% 
ACC in the same test dataset. We infer that this is due to the 
lack of edge detection model, the fuzzy edges of some low- 
quality images cannot be well recognized by the model. 
Edge is an important basis to judge the health of fundus. 
Without the edge detection module proposed in this paper, 
the fuzzy edge of low-quality image cannot be enhanced, 
which limits the performance of the model. According to the 
accuracy of the model, the above model can not only judge 
the known samples well, but also can judge the unknown 
samples and has high robustness. Although the performance 

of the validation set fluctuates greatly, it still converges with 
the training set converges. After the performance of the 
training set is stable, the model can still show high perfor
mance in the validation set, and the performance of the 
validation set does not decrease with the increase of the 
performance of the training set. This phenomenon indicates 
that the model has not been over-fitting. Furthermore, in 
order to verify the model’s triage ability, we studied the 
ability of the model to identify “emergency referrals” (emer
gency referrals: CNV, DME, non-emergency referrals: 
Drusen, Normal) as shown in Figure 7. Figure 8 shows the 
accuracy curve of the model.

As shown in Figure 7A, the model exhibited similar per
formance in identifying different fundus diseases, and no 
performance imbalance was observed. As shown in Figure 
7B, the model can achieve 97.7% sensitivity, 97% specificity 
and 97.02% precision. In summary, we can prove that our 
multiscale transfer learning algorithm has achieved good 
results. It can automatically and accurately diagnose 
a variety of eye health conditions, even in the absence of 
samples in the training set. Moreover, the model has a good 
referral ability, which helps to improve the efficiency of 
patients’ medical treatment and reduce the disability rate of 
acute diseases.

Figure 7 proves that the multiscale transfer learning 
algorithm proposed in this article can accurately use OCT 

Figure 7 Confusion matrixes of the model and referral ability. (A) Shows the confusion matrix of automatically diagnosing multiple diseases with the model on the testing 
set. (B) Shows the confusion matrix of the model’s ability to refer to the testing set, and this confusion matrix could give the model specificity and sensitivity to the referral 
problem. CNV means choroidal neovascularization, DME means diabetic macular edema).
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images to judge the health of patients. Figure 8 shows that 
the performance of the model in the independent test set 
did not decrease with the continuous improvement of the 
training set performance, so the model did not overfit. 
When the self-enhancement model is not used, the model 
achieves an ACC of 93% in the same test set. This proves 
that multiscale transfer learning algorithm has the potential 
to identify unclear images in the clinic. In the discussion 
section, we will compare more similar work.

Discussion
In this study, we systematically proposed an AI diagnostic 
system with automatic display of detection targets and 
self-enhanced data quality functions which can automati
cally diagnose retinal health using retinal OCT images. 
The multiscale transfer learning algorithm proposed not 
only accurately and automatically diagnoses four fundus 
retinal diseases, but also automatically enhances data qual
ity and displays detection targets. As shown in Figure 6, 
the proposed model can accurately mark the detection 
target and enhance the fuzzy edges caused by physical 
factors. Since the target edge plays a crucial role in the 
judgment of the disease types, enhancing the target edge 
can improve the performance of the disease diagnosis 
model. In addition, highlighting significant features and 
weakening secondary information expression can effec
tively reduce system demand of computation resource. 
Compared with traditional auxiliary diagnostic systems, 
the above proposed model is more intuitive, interpretable 
and clinically implementable. From the experimental 
results, it can be seen that the model can achieve better 
performance regardless of the training set or the testing 
set. In a completely independent verification set, the model 

reached 94.5% ACC (150 cases of CNV (25%), 150 cases 
of DME (25%), 150 cases of Drusen (25%), 150 cases of 
normal (25%)). As shown in Figure 6A, the model shows 
similar performance in judging different types of diseases, 
and no unevenness occurs. Therefore, it can be proved that 
our proposed model has good generalization ability, and it 
can still achieve better performance in the face of data that 
does not exist in the training set. During training, we found 
the performance of the training set does not exceed the 
testing set. This is because, in order to improve the gen
eralization ability of the model, the training set contains 
a large number of low-quality, noisy OCT images of the 
fundus. The ablation experiments were also implemented. 
The artificial intelligence model without edge detection 
model reached 93% ACC in the same test dataset. The 
edge of the image of the lesion is an important basis for 
judging the health of the sample. When the edge detection 
model is lost, the model no longer has the ability to 
enhance the blurred edge of the image. The fuzzy edges 
of some low-quality images are difficult to learn only by 
the convolution kernel. This phenomenon proves that the 
model proposed in this paper has the potential to diagnose 
low-quality images that exist in the clinic. Furthermore, 
the model proposed in this paper not only has a better 
ability to automatically diagnose diseases, but also has the 
function of referral in the clinical process. Since CNV and 
DME require timely anti-VEGF treatment, if treatment is 
delayed, irreversible visual impairment may occur. 
Therefore, CNV and DME are marked as “emergency 
referrals”, and patients with these two diseases need to 
be rushed to a professional doctor for professional treat
ment. As shown in Figure 7B, the model can achieve 
97.7% sensitivity, 97% specificity and 97.2% precision, 
which can prove that the model not only achieves better 
diagnostic accuracy, but also has a good ability to distin
guish and referral different health condition. It has a high 
degree of credibility. We proposed an AI system with 
automatic display and detection targets, self-enhancing 
data quality, and automatic diagnosis of retinal health. It 
can alleviate the problem of uneven distribution of medical 
resources and improve the medical level in areas with 
insufficient medical resources. It also alleviates the pro
blem of more difficult data collection due to access meth
ods. Speed up the patient’s medical treatment process, save 
golden treatment time for emergency patients, and 
improve the cure rate of the disease. Most importantly, 
the model achieved better results in less time, alleviating 

Figure 8 The accuracy curve of the model (ACC means accuracy).
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the lack of medical resources caused by the economic and 
time costs of training professional physicians.

In a very limited range, we found some similar works, 
and the performance of related works were compared. 
Oscar Perdomo et al used a pre-trained convolutional 
neural network to classify diabetes-related retinal 
diseases.41 Turimerla Pratap et al used convolutional 
neural networks to diagnose cataracts.42 Tao Li et al used 
a deep learning model to screen diabetic retinopathy.43 

Rory Sayres et al used a convolutional neural network to 
grade diabetic retinopathy.44 Valentina Bellemo et al com
bined VGGNET and residual neural network structure to 
diagnose diabetic retinopathy.45 Filippo Arcadu et al used 
Inception-V3 model to predict diabetic macular 
thickening.46 Genevieve C. Y. Chan et al used AlexNet 
and SVM to diagnosis DME.47 Muhammad Awais et al 
used pre-trained VGG16 model to detect DME.48 Thomas 
Schlegl et al used convolutional neural network with an 
encoder-decoder architecture to distinguish the three eye 
diseases,49 as shown in Table 1.

All the above work has achieved a better performance 
in the testing set. These works use deep learning technol
ogy to accurately and automatically diagnose eye diseases. 
The use of transfer learning technology accelerates the 
operating efficiency of the model. Deep learning technol
ogy can automatically extract the semantic features con
tained in the image, and use these semantic features to 
automatically determine the health of the patient’s eyes. 
Although the above work shows the great potential of 
artificial intelligence technology, it still needs to be further 
studied. The model proposed integrates multiscale feature 
recognition technology, which can effectively strengthen 
the fuzzy edges after reading the original clinical images. 
It has higher automatic assistance capability. Compared 

with the existing methods, the proposed method is more 
feasible.

Furthermore, it is should not improve the perfor
mance of assistant diagnosis system only depend on 
improving its accuracy.50 Because the “black-box” char
acter of deep learning model, its intuition and interpret
ability remain faces challenges. This undoubtedly 
reduces the reliability and interpretability of some aux
iliary diagnostic models that only provide diagnostic 
results. Detection target extraction is an essential step 
in image interpretation. While using medical image data 
to diagnose diseases automatically, the contour and posi
tion of detection targets can be presented accurately, 
which can effectively improve the intuitiveness, inter
pretability and application scope of the auxiliary diag
nostic system. The multiscale transfer learning algorithm 
proposed in this paper not only provides accurate and 
robust diagnostic results, but also accurately presents the 
contour and location of the detection target, which 
improves the interpretability and intuitiveness of the 
deep learning model and further increases its credibility. 
The main features of different diseases have been high
lighted. Our model does not diagnose a single disease, 
but can diagnose multiple eye diseases at the same time. 
Compared with the auxiliary diagnosis model that can 
only diagnose one disease, the model in this paper has 
higher practical application potential.

Our real purpose is not to propose an AI system that 
only provides diagnostic results, but to effectively save the 
time required by the clinical diagnosis process of patients 
through the AI model. For some urgent diseases, saving 
the golden treatment time can effectively increase the cure 
rate of the disease and reduce the disability rate. 
Therefore, we also explored the ability of the model in 

Table 1 Different Model Performance (Acc Means Ac Curacy, AUC Means Area Under Curve, SEN Means Sensitivity, SPE Means 
Specificity)

Author Model Type of Data Data Size Performance

Oscar Perdomo41 OCT-NET Retinal Image 459 93% Precision

Turimerla Pratap42 Pre-trained CNN Retinal Image 800 92.19% ACC

Tao Li43 DDR Retinal Image 13,673 82.84% ACC
Rory Sayres44 OCT-NET Retinal Image 1796 88.4% ACC

Valentina Bellemo45 VGG+ResNet Retinal Image 76,370 97.3% AUC 92.25% SEN 89.04%SPE

Filippo Arcadu46 InceptionV3 Retinal Image 17,997 97% AUC 90% SEN 94% SPE
Genevieve C. Y. Chan47 AlexNet Retinal Image 4096 96.07% ACC 94.48% SEN 97.66% SPE

Muhammad Awais48 VGG16 Retinal Image 4096 93.5% ACC 93.5% SEN 81% SPE
Thomas Schlegl49 Encoder CNN Retinal Image 1200 91% Precision

Our MTLA Retinal Image 38,057 94.5% ACC 97.2% Precision 97.7% SEN 97% SPE
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this paper to clinically triage patients. It achieved better 
performance, as shown in Figure 7B.

Although the model shows great potential, it still has 
limitations. One limitation is the type of data we use, 
which only includes image data. In the actual clinical 
diagnosis process, age, gender, medical history and other 
factors will also be related to the judgment of the disease. 
The disease may also be related to other medical informa
tion not included in the training set. Another limitation is 
the training method. Due to the limitation of computing 
resources and data resources, although the transfer learn
ing algorithm used in this paper can achieve not bad 
performance in a short time, its performance is still diffi
cult to exceed the completely blank model trained with 
tens of millions of high-quality data. This is due to the fact 
that although the same type of data has similar primary 
characteristics, these characteristics do not exactly match 
the specific type of data, which is also a factor limiting 
further improvement of model performance. Although the 
edge features of complex scenery can be used to extract 
the edges of OCT images well. But if it is possible to train 
a completely blank neural network using edge images with 
pixel-by-pixel labeling by human experts, the model may 
be able to achieve higher performance. Making the model 
have the ability to recognize more diseases also requires 
further research. For example, cystoid macular edema 
associated with retinal vein occlusion, which looks like 
DME, is not involved. For similar diseases, the edge 
extraction model needs to be further improved, which is 
also one of the limitations of this method. In future work, 
we will study how to make models capable of recognizing 
cross-media information, such as using image-based infor
mation and text-based medical records simultaneously. We 
will also work hard to collect edge images marked by 
human experts. In addition, the model’s ability to distin
guish a certain disease needs to be further studied. Because 
this experiment explores comprehensive disease diagnosis, 
rather than distinguishing a certain disease sample from 
a healthy sample. So instead of exploring the receiver 
operating characteristic curve of a single disease, we 
gave a confusion matrix. Receiver operating characteristic 
curve is more suitable for verifying the ability to diagnose 
a single disease. But through experiments, we found that 
the model has different recognition capabilities for differ
ent diseases. Therefore, we will use receiver operating 
characteristic curve to explore the diagnostic capabilities 
of the model for different diseases in the future work. 
Some diseases with similar image features will also be 

further studied, such as cystoid macular edema associated 
with retinal vein occlusion. At the same time, we will also 
further study the explanation of the disease mechanism by 
artificial intelligence models, such as occlusion experi
ments, multi-center randomized controls, etc. Moreover, 
in order to further improve the comprehensive perfor
mance of the model, it is necessary to study the auxiliary 
diagnostic model which is faster, more capable using less 
resources.

Conclusion
In this paper, a multiscale transfer learning algorithm is 
proposed to automatically determine the health status of 
samples using fundus OCT images. The model can not 
only provide robust and accurate diagnostic results (94.5% 
ACC), but also automatically extract detection targets and 
enhance data quality. Highlighting main features and 
weakening secondary information, which save computa
tion resource. Compared with the existing auxiliary diag
nostic model, it is more intuitive, interpretable and 
clinically feasible, and has stronger auxiliary ability. At 
the same time, the performance of the proposed model and 
similar work is compared and the possible reasons for the 
performance difference are discussed. In the clinical pro
cess, the model also has the ability of referral, which can 
effectively and accurately distinguish the severity of the 
disease. The model proposed reaching 97.7% sensitivity, 
97% specificity and 97.02% precision in the testing 
dataset.

The above model can effectively alleviate the shortage 
of medical resources caused by the time and high eco
nomic cost of training professional doctors. It alleviates 
the contradiction of uneven distribution of medical 
resources, reduces the necessary time of clinical diagnosis, 
saves the golden treatment time of emergency patients, and 
guarantees the cure rate of patients.

Future work revolves around improving the perfor
mance of the assistive diagnostic system. To further 
improve the accuracy of the model, we will consider 
how to input more types of data, such as the patient’s 
medical history, gender, age, etc. To further improve the 
diagnostic capability of the model, we will next study how 
to use cross-media diagnostic data as input to the training 
model. In order to further explore the differences in the 
performance of the model to diagnose different diseases. 
We will also analyze the model’s ability to distinguish 
different diseases from more perspectives, such as using 
a binary classification receiver operating characteristic 
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curve, occlusion test. Some similar diseases will also be 
studied. Not only in the medical field, but also from an 
engineering point of view, we will further study the opti
mization methods of the auxiliary diagnostic system, such 
as how to make the model achieve better performance with 
less computing resources.
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